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A B S T R A C T

In our experiment, we explore strongly correlated many-body systems of
fermionic Lithium in optical potentials. Now, we want to study the emer-
gence of the Anderson orthogonality catastrophe in the crossover from few
to many in 1D. We can already prepare few Fermions in the ground state of
the optical dipole potential of a focussed Gaussian beam. Such a system is
one-dimensional, if the con�nement of the elongated trap is much tighter in
the radial directions than in the axial direction. However, in the current trap
only up to �ve Fermions can be prepared in the 1D regime. In this thesis, we
present and analyse a method, to dynamically increase the aspect ratio of
the trap, by truncating the Gaussian beam prior to focussing. We have stud-
ied the changes of the pro�le and its properties depending on the truncation,
theoretically and experimentally by measuring intensity pro�les in 3D. We
have shown, that the aspect ratio can be increased in a controlled way, as
expected. For truncation ratios below 0.2, anharmonicites in the axial pro�le
and di�raction patterns emerge, yet both seem negligible for the intended
aspect ratios of 10–20 (i. e. truncation ratios around 0.5). This scheme can be
used in future experiments to study the emergence of orthogonality in 1D.

Z U S A M M E N FA S S U N G

Mit unserem Experiment erforschen wir stark korrelierte Vielteilchensyste-
me mit fermionischem Lithium in optischen Potentialen. Nun wollen wir die
Entstehung von Andersons Orthogonalitätskatastrophe im Übergang von
wenigen zu vielen Teilchen in 1D untersuchen. Wir können wenige Fer-
mionen im Grundzustand des optischen Dipolpotentials eines fokussierten
Gaußschen Strahls präparieren. Ein solches System gilt als eindimensional,
wenn die längliche Falle in den radialen Achsen viel stärker eingeengt ist,
als in der axialen. Allerdings, können wir in der aktuellen Falle nur bis zu
fünf Fermionen in 1D präparieren. In der vorliegenden Arbeit, untersuchen
wir eine Methode, die das Aspektverhältnis der Falle dynamisch vergrößert,
indem der Gaußsche Strahl vor dem Fokussieren abgeschnitten wird. Die
Änderung des Potentials und dessen Eigenschaften in Abhängigkeit vom Ab-
schneiden wurde theoretisch und experimentell untersucht, letzteres durch
Messung des Intensitätspro�ls in 3D. Wir konnten dabei zeigen, dass sich das
Aspektverhältnis auf diese Weise wie erho�t kontrolliert vergrößern lässt.
Für Abschneideverhältnisse kleiner als 0.2 wird das axiale Pro�l anharmo-
nisch und Beugungse�ekte nehmen zu. Jedoch erscheinen diese vernachläs-
sigbar für die angestrebten Aspektverhältnisse von 10–20 (also Abschneide-
verhältnisse um 0.5). Diese Methode kann in Zukunft eingesetzt werden, um
die Entstehung der Orthogonalität in 1D zu untersuchen.
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1
I N T R O D U C T I O N

Many-body systems with strong interactions exhibit very interesting phe-
nomena in many �elds of physics. A famous example of such a system are
high-temperature superconductors. But although they have been discovered
decades ago, they still remain little understood [Qui+09]. Strong interactions
lead to non-negligible correlations between all particles in the system. As
a consequence, the complexity of the system grows very fast with increas-
ing particle number, and becomes quickly far beyond the feasibility of any
classical computer [Cir+12].

A concept to approach this problem was proposed by R. Feynman in 1982:
the universal quantum simulator [Fey82]. The idea is to build an experimen-
tal quantum system that exhibits the same Hamiltonian as the problem to
study. By evolving the experimental model system in time and measuring
its quantum state, the desired solution of the Hamiltonian is obtained.

Major breakthroughs were the achievement of Bose-Einstein condensa-
tion (BEC) with dilute atomic gases in 1995 [And+95; Dav+95; Bra+95] and
later the creation of a degenerate Fermi gas of neutral atoms in 1999 [DeM99].
It became quickly apparent, that these new systems of ultracold quantum
gases are very promising quantum simulators. Their high degree of control
and their variability is unsurpassed: They can be created fully decoupled
from the environment, and the nature of the interaction between the neu-
tral particles can be varied from attractive to repulsive, with the ability to
tune its strength from weak to strong. Furthermore, the particles can be con-
�ned by lattices created by lasers [Gri+99], for example, to create a potential
landscape, that is similar to that experienced by electrons in solid state crys-
tals.

Interesting highly correlated systems to study are, for example, balanced
two-component Fermi gases. Therefore, it is instructive to study the most
simple many-body system �rst: a single particle immersed in a Fermi sea—
the so-called Fermi-impurity problem, where the impurity acts as a test par-
ticle, that probes the interaction of the system. L. D. Landau studied such
systems in the thirties in the context of electrons moving in a dielectric crys-
tal [Lan33]. He introduced the concept of the Fermi polaron, a quasi-particle
resulting from the dressing of the impurity by the excitations of the sur-
rounding particles.

In 1967, P. W. Anderson has found an interesting phenomenon arising in
such a system of Fermions with a static impurity [And67]: The ground-state
wave function of the system with interaction between the impurity and the
Fermi sea, consisting of an in�nite number of Fermions, becomes orthogo-
nal to the wave function of the same system without interaction. Intrigu-
ingly, this orthogonality occurs already for in�nitesimally small interaction
strengths. Later it became apparent, that systems exist for which the orthog-

1



2 introduction

onality catastrophe does not require a static impurity. In one dimension, an
orthogonality emerges, when the impurity has the same mass as the parti-
cles forming the Fermi sea [Lev+15].

But how does this Anderson orthogonality catastrophe arise? The overlap
of the two ground state wave functions with and without interaction does
not vanish in systems with only a few particles interacting with the impu-
rity. Both limiting cases, the few-Fermion and the many-body system with
in�nitely many particles, can be described theoretically very well. Yet, it is
completely unclear, how the system develops in this crossover from few to
many.

In our experiment, we are able to deterministically prepare a system of few
Fermions and increase the number atom by atom [Wen+13]. Therefore, we
have the experimental prerequisites to study the development of a system in
the crossover from few to many. To study the emergence of the orthogonal-
ity catastrophe, it only remains to ensure a quasi-one-dimensional system
through this crossover.

The particles in our experiment are con�ned in the optical dipole potential
of a tightly focussed infrared laser beam. This microtrap can be considered
one-dimensional, as long as two degrees of freedom are frozen out [Idz+06].

The aspect ratio of the trap in the current setup allows only to prepare at
most �ve particles in the one-dimensional regime. The aim of this thesis is
to introduce and characterize a method, which allows to increase the aspect
ratio dynamically without altering the setup. The basic idea behind it is the
truncation of the laser beam prior to focussing. Hereby reducing the inci-
dent size will increase the size at the focus, leading to a larger aspect ratio.
Hence, we can use our experimental apparatus, that ensures the determin-
istic preparation of few Fermions with high-�delity, and change the aspect
ratio to the desired value. In the following, the properties of the resulting
trap due to this method are studied and discussed in detail.

We will start this thesis with the theoretical discussion of few-Fermion
systems, with regard to the impurity problem and the orthogonality catas-
trophe. We will have a closer look at two particles in a harmonic trap, as this
system is analytically solvable and gives crucial physical insights, despite its
simplicity. In Chapter 3, the preparation of the few-Fermion system in our
microtrap and methods to study it are presented, according to the current
status of the experiment.

Then, we present the studies of this thesis in the two subsequent chapters.
Firstly, we introduce in Chapter 4 the method to elongate our microtrap by
truncating the beam creating it, in order to enable the preparation of more
atoms in the 1D regime. Then, numerical simulations are discussed, that
predict how the shape and the properties of the trap change, depending on
the truncation. By experimentally measure and characterize the focussed
truncated beam, its actual properties are �nally compared to the theoretical
expectations. These experimental measurements, we summarize in Chap-
ter 5.



2
T H E E M E R G E N C E O F O R T H O G O N A L I T Y I N F E W
F E R M I O N S Y S T E M S

In the introduction we have presented strongly interacting many-body sys-
tems as a source of interesting phenomena. To get physical insight into such
strongly correlated systems, we want to study the most simple example, the
so-called Fermi impurity problem. This system consists of a single particle,
the impurity, that is immersed into a gas of in�nitely many non-interacting
Fermions, which is referred to as Fermi sea. The type and the strength of the
interaction between impurity and Fermi sea will clearly change the proper-
ties system.

The Hamiltonian of the three-dimensional impurity system of N particles
with massm, interacting with an impurity of the same mass, is given by

H =
N∑
i=0

[
− ~

2

2m
∇2ri +Vtrap(ri )

]
+

N∑
i=1

Vint(‖ri − r0‖), (2.1)

where i = 0 in the summations denotes the impurity, Vtrap(r ) the potential
in which the particles are con�ned1, and Vint(‖r ‖) the interaction potential 1 The impurity feels

the same potential as
the other
constituents. It is
usually harmonic.

between the impurity and each of the surrounding particles, that is assumed
to depend only on the relative distance between two interacting particles.

The interaction term makes this Hamiltonian generally unsolvable. If the
interactions were very weak, one could treat the interaction simply with per-
turbation theory. However, we are interested in strong interactions, where
this approximation is not applicable. Only for the case of two particles (i. e.
N = 1) in a harmonic trapping potential an analytic solution exists [Bus+98;
Idz+06]. We will later present the theoretical description of this system, as
it gives important insight into the physics of these systems.

In the following, we will brie�y discuss a phenomenon, which allows to
study the Fermi impurity problem.

2.1 the orthogonality catastrophe

In the late sixties, P. W. Anderson described in his seminal works on the
Fermi impurity problem an unexpected phenomenon that emerges in such
a system [And67]. Immersing a static impurity into a Fermi sea changes the
system substantially: the ground state wave function of the system becomes
orthogonal to that without interaction between impurity and Fermi sea. This
orthogonality emerges even for in�nitesimally small interaction strengths.
Nowadays, this e�ect is referred to as Anderson orthogonality catastrophe.

3



4 the emergence of orthogonality in few fermion systems
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Figure 2.1: Emergence of the orthogonality catastrophe in 1D. When immersing an
impurity into a system of N non-interacting Fermions, the quasi-particle residue
Z vanishes in the limit N → ∞ for strong interactions between the impurity and
the surrounding particles. The quasi-particle residue is de�ned as the squared over-
lap of the ground state wave function of the system with interaction to the same
system without interaction between impurity and the other constituents. This phe-
nomenon is referred to as orthogonality catastrophe. Taken from [Lev+15, p. 6].

Due to this phenomenon, the squared overlap of the ground state wave
functions of the system with and without interaction is de�ned as a quantity
called quasi-particle residue Z :

Z = ‖〈ψ NI | ψI 〉‖2 , (2.2)

whereψ NI represents the ground state wave function of the non-interacting
andψI of the interacting system.

2.1.1 Orthogonality in one-dimensional systems

Anderson’s early calculations were done for a three-dimensional gas. In
that case, orthogonality emerges for any interaction, yet only with a static
impurity. Later, it was found that even systems with a light impurity can
exhibit an orthogonality catastrophe: In one dimension, it emerges in the
impurity system, if the impurity has the same mass as the particles, that
form the Fermi sea [Lev+15].

Intriguingly, the quasi-particle residue does not vanish, if the impurity
interacts with only a �nite number of constituents instead of a Fermi sea.
Yet, it is not clear, how the system evolves in the crossover from few to
many-body systems, and how the orthogonality catastrophe emerges.

For in�nitely strong interactions in one-dimension, the Fermi impurity
system has been described theoretically in a recent work by J. Levinsen et al.
[Lev+15]. It allows to calculate the quasi-particle residue for this special case,
depending on the number N of Fermions in the system interacting with the
impurity, which are referred to as majority particles (see Figure 2.1).

Our experiment allows the deterministic preparation of few-Fermion sys-
tems in a three-dimensional elongated trap. We are able to prepare imbal-



2.2 two fermions in a harmonic trap 5

anced mixtures of di�erent spin-species of fermionic atoms with tunable
interaction between the species. In other words, we have the experimental
prerequisites to study the emergence of the orthogonality catastrophe in the
crossover from few to many-body systems. It remains to ensure, that the sys-
tem behaves as if it were one-dimensional, by freezing out two degrees of
freedom. In the next section, we will brie�y compare the cases of two par-
ticles in a one-dimensional and in an elongated three-dimensional trap. We
want to understand under which circumstances both systems behave almost
equally, because we can only implement the latter experimentally, although
we want to study particles in a 1D system.

2.2 two fermions in a harmonic trap

The simple case of two atoms in a harmonic trap can be solved analyti-
cally. This has been done for a spherically symmetric harmonic con�ne-
ment [Bus+98]. Despite its simplicity, it gives important insights into the
physics of interacting few-Fermion systems. Nevertheless, a fully one-di-
mensional harmonic trap cannot be realised experimentally. However, a
three-dimensional trap can be considered one-dimensional, if two dimen-
sions are much tighter con�ned than the third, such that two degrees of
freedom are frozen out. This regime is referred to as quasi-one-dimensional.
The case of a three-dimensional anisotropic harmonic trap can also be solved
analytically [Idz+06]. Such a trap can be realized experimentally, e. g. by fo-
cussing an intense laser beam very tightly.

Systems with more than one majority particles have also been solved nu-
merically. Though, in the following subsections, we will only discuss the
simple two particle system, as it shows qualitatively the most relevant prop-
erties and e�ects that are crucial to understand one-dimensional few and
many-body systems. A more elaborate discussion can be found in [Zür12;
Wen13].

2.2.1 Two particles in a one-dimensional harmonic trap

We will now very brie�y outline the system of two particles in a one-dimen-
sional harmonic trap. An extensive discussion is given in [Bus+98].

We assume the particles in the degenerate Fermi gas to exhibit only con-
tact interaction, which is modelled by a Dirac delta pseudo-potential with
strength and type of the interaction being encoded in the s-wave scattering
length a. The details about the interaction will be discussed in Section 3.2.1.

The Hamiltonian of the system is given as

H1D = −
~2

2m

(
∂2

∂z21
+
∂2

∂z22

)
+
m

2
ω

(
z21 + z

2
2
)
− ~2

ma1D
δ (1)(z1 − z2), (2.3)

where z1, z2 denote the position of the �rst and the second particle, respec-
tively,m the mass of the particles, ω the frequency of the harmonic trap, a1D
the one-dimensional s-wave scattering length, and δ (1)(x) the one-dimen-
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sional Dirac delta function. The Hamiltonian consists of the kinetic ener-
gies of the two particles in the �rst term, the harmonic trapping potential
for each in the second term, and the one-dimensional contact interaction,
as mentioned above, in the last term. Due to the harmonic potential and
the dependence of the interaction term on the relative distance between the
two particles, it can be solved by a centre-of-mass (COM) separation, with
coordinates Z = (z1 + z2)/2 and z = z1 − z2, leading to a COM and a rel-
ative motion part. The former has the form of a single particle with mass
M = 2m in a harmonic oscillator and does not depend on the interaction.
The interesting physics is in the Hamiltonian of the relative motion:

H1D, rel = −
~2

2µ
∂2

∂z2
+
µ

2
ωz2 +д1D δ

(1)(z), (2.4)

with the reduced mass µ = m/2 and introducing the one-dimensional inter-
action strength or coupling strength д1D = −~2/µa1D [Ols98]. Solving the
Schroedinger equation for this Hamiltonian, leads to an implicit equation
relating energy and one-dimensional coupling strength [Bus+98; Idz+06]:

− 1
д1D
=

µ

2~2
Γ (−E/2)

Γ (−E/2 + 1/2) , (2.5)

where Γ(x) denotes the Euler gamma function and E = E − ~ω/2 the energy
reduced by the zero-point energy. The obtained energies of di�erent states
depending on д1D are plotted in Figure 2.2 (black solid line).

We denote the state with E < 0 (i. e. E/~ω ‖ < 10.5 in the plot) the attrac-
tive branch, which provides a bound state, and the state with 0 < E/~ω ‖ < 2
(i. e. 10.5 < E/~ω ‖ < 12.5 in the plot) the repulsive branch2. The energy of2 The energy scales

and o�sets have been
adapted to the tree-
dimensional case,

that will be discussed
in the next section.

the attractive branch diverges in the limit д1D → −∞.
Now we will look at the experimentally relevant case of a cigar-shaped

three-dimensional trap and compare it to the one-dimensional case.

2.2.2 Two particles in a three-dimensional anisotropic harmonic trap

In the experiment, we create our potential by tightly focussing a Gaussian
laser beam, leading to a three-dimensional elongated trapping potential. In
this section we will very shortly summarize the case of a three-dimensional
anisotropic harmonic potential with two dimensions con�ned tighter than
the third, which is approximately what we realize experimentally. A thor-
ough discussion is given in [Idz+06].

The Hamiltonian of two particles in an anisotropic harmonic trapping
potential in three dimensions has the following form:

H = − ~
2

2m
∇21 −

~2

2m
∇22 +Vtr(r1) +Vtr(r2) +Vint(r1 − r2) (2.6)

with trapping potential Vtr(r ) and interaction potential Vint(r ) given as

Vtr(r ) =
m

2
(
ω⊥ρ

2 +ω ‖z
2) , (2.7)

Vint(r ) =
4π~2a3D

m
δ (3)(r ) ∂

∂r
(r · ), (2.8)
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Figure 2.2: Energy of two particles in a harmonic trap. The energy of two particles
in a harmonic trap is plotted depending on the inverse one-dimensional interaction
strength д1D. Two di�erent theories are compared: an ideal one-dimensional trap
(black) and an anisotropic three-dimensional cigar-shaped trap with aspect ratio
η = ω⊥/ω ‖ = 10 (blue). The ground state energy is given as

(
η + 1

2
)
~ω ‖ = 10.5 ~ω ‖ .

We denote the state with E/~ω ‖ < 10.5 the attractive branch and the state with
10.5 < E/~ω ‖ < 12.5 the repulsive branch. Taken from [Zür12, p. 49] and adapted.

whereω⊥,ω ‖ are the trapping frequency in radial and axial direction, respec-
tively, a3D the three-dimensional s-wave scattering length, and δ (3)(r ) ∂∂r (r · )
the regularized Dirac delta pseudo-potential3 [Hua+57; Bus+98; Ols98]. 3 The regularisation

is necessary in the
three-dimensional
case to avoid
unphysical
divergences in the
limit r → 0.

Analogous to the one-dimensional case, this Hamiltonian can be sepa-
rated into a COM and a relative motion part with coordinates r = r1 − r2
and R = (r1 + r2)/2:

HCOM = −
~2

2M
∇2R +

M

m
Vtr(R), (2.9)

Hrel = −
~2

2µ
∇2r +

µ

m
Vtr(r ) +Vint(r ), (2.10)

with µ =m/2 and M = 2m reduced and total mass, respectively.
Comparable to the one-dimensional system, HCOM equals to the Hamil-

tonian of a single particle with mass M in the three-dimensional harmonic
oscillator, and the non-trivial physics is encoded inHrel. For elongated, cigar-
shaped traps, i. e. for potentials with an aspect ratio η = ω⊥/ω ‖ � 1, the
solution of the Hamiltonian leads to a relation between the energy of the
system and the scattering length a3D:

− 1
a3D
=
√
η ζH

(
1
2 , 1 −

E
2η

)
+ η

Γ (−E/2)
Γ (−E/2 + 1/2) , (2.11)

where E = E − E0 denotes the energy shifted by the zero-point oscillation
energy E0 =

1
2~ω ‖ + ~ω⊥ and ζH(s ,a) the Hurwitz zeta function.
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The system behaves quasi-one-dimensionally, when the trap exhibits a
large aspect ratio η and when |E | /~ω ‖ � η. I. e. when the energy of the
particles is well below the energy of the �rst radial excitation, such that the
particles e�ectively do not „feel“ the radial dimensions, naively speaking. In
order to be able to compare the energies of the one-dimensional trap with
the quasi-one-dimensional, cigar-shaped trap, we need a relation between
the two coupling strengths. With this assumption, expression (2.11) can be
approximated further, so that a comparison with equation (2.5) leads to the
following mapping between a3D and д1D: [Bus+98; Idz+06; Ber+03; Ols98;
Bol+03]

д1D =
2~2a3D

µd2⊥

1
1 + ζ(1/2)a3D/d⊥

, (2.12)

with d⊥ =
√
~/(µω⊥) and ζ(x) being the Riemann zeta function. This ap-

proximation holds for our case, however, it is not generally applicable. For
details, see [Idz+06].

Using this relation, one-dimensional and three-dimensional theory can
be compared quantitatively. The energies of several states as a function
of the one-dimensional interaction strength д1D are plotted for both the-
ories in Figure 2.2. The cigar-shaped anisotropic trap, that was used for
the calculation, has an aspect ratio η = 10 with a ground state energy
E0 =

(
η + 1

2
)
~ω ‖ = 10.5 ~ω ‖ . In the experiment this will be di�erent, de-

pending on the aspect ratio. Without the changes, suggested in this thesis,
the current aspect ratio is η ≈ 5.

This example shows excellent agreement between 1D and 3D theory for
the repulsive branch. The relative deviation is less than 1% [Zür12, pp. 49 sq.].
This proves, that for an aspect ratio η = 10, we are already in a quasi-one-
dimensional regime, where the repulsive branch can be well approximated
by the 1D theory. However, there is an important, physical di�erence be-
tween both theories: For д1D → −∞, the energy of the attractive branch
diverges in the 1D theory but in the 3D theory it approaches a �nite value
(inset of Figure 2.2). As a consequence, the 3D theory exhibits a bound state
for interactions д1D > 0.

We can conclude, that the aspect ratio determines how well the system is
described by 1D theory. High aspect ratios and energies below the energy of
the �rst radial excitation ensure 1D physics. We refer to quasi-one-dimen-
sional systems. Nevertheless, we have to keep in mind, that this is only for
two particles true. For more particles, the deviation between both theories
increases (see e. g. [Wen13]).

In the following chapter, we will discuss the experimental techniques to
prepare a few Fermion system in an elongated, quasi-dimensional trap and
to study the emergence of the Anderson orthogonality catastrophe.



3
E X P E R I M E N TA L M E T H O D S T O P R E PA R E A N D S T U D Y
F E W - F E R M I O N S Y S T E M S

In this chapter, we present our experimental techniques to prepare the de-
sired Fermi impurity system in a quasi-one-dimensional trap and to study
the Anderson orthogonality catastrophe. Firstly, a method of experimentally
measuring the quasi-particle residue is outlined, which allows to experimen-
tally observe the emergence of the orthogonality catastrophe. Our exper-
iment allows to deterministically prepare a spin-imbalanced few-Fermion
system with high-�delity. How this is done, we summarize in the second
section. And �nally, we will discuss the creation and the properties of the
trap con�ning the few-Fermion system and the limitations it exhibits, that
have lead to the studies of this thesis.

3.1 measurement of the qasi-particle residue

In this section, we will outline very brie�y, how the quasi-particle residue
can be experimentally measured, in order to study the emergence of the
Anderson orthogonality catastrophe.

As discussed in Section 2.1, the quasi-particle residue is given by the over-
lap of the ground state wave function of the impurity system with and with-
out interaction between impurity and majority particles. The idea to mea-
sure this observable is to drive a transition from the state with into a state
without interaction—or vice versa4. The quasi-particle residue will then be 4 For simplicity we

will assume a
transition from
interacting to non-
interacting.

encoded in the properties of this driven transition, as we will see momentar-
ily.

The starting point is a mixture of two fermionic species, i. e. an impu-
rity and N majority particles in two di�erent hyper�ne states of a fermionic
atom. In the initial state, these two species do interact. As a consequence,
the energy of the system has additionally a contribution Eint due to this inter-
action. Then the impurity is excited into another hyper�ne state, in which
it does not interact with the majority particles. Such transitions between
hyper�ne states can be driven by radio-frequency (RF) �elds.

3.1.1 Rabi oscillations

To describe the transition of the impurity, we approximate it by an atomic
two-state system with the initial state | i 〉 and the �nal state | f 〉, with the
energies ~ω i and ~ω f, respectively. For brevity, we assume ω f > ω i and
de�ne the resonance frequency ω0 = ω f −ω i.

9
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For the time being, we neglect the majority particles and treat the „iso-
lated“ impurity particle, i. e. in both states it does not interact with other
particles. The interaction we will reintroduce later on.

By applying an RF �eld of frequency ω close to the resonance ω0, i. e. an
oscillating magnetic �eld, the two states are coupled, leading to the state

|Ψ 〉 (t) = ci e−iω it | i 〉 + cf e−iω ft | f 〉 . (3.1)

The �eld contributes to the Hamiltonian of the system as a time-dependent
potentialVRF(t). Solving the Schrödinger equation, which is usually done by
applying the rotating wave approximation, i. e. neglecting „fast oscillating“
terms with exp

(
− i (ω0 + ω)t

)
, leads to so-called Rabi oscillations between

the two states. A detailed discussion is beyond the scope of this thesis and
can be found in various textbooks, etc. (e. g. [Met+02; Sak+11; Ket+08]).

The frequency of the oscillation is called Rabi frequency and is in the case
of resonance proportional to the transition matrix element of the magnetic
RF transition:

Ω� ∝
〈

f
�� M̂RF

�� i
〉
. (3.2)

The index „�“ is the abbreviation of „free-free“ and indicates that we are
currently considering the isolated impurity, without interaction to any other
particles in both states. The RF �eld couples only to the hyper�ne structure
of the atom, i. e. the „spin“ degree of freedom, such that

Ω� ∝
〈
ξf

�� M̂RF
�� ξi

〉
〈ψf | ψi 〉 , (3.3)

where | ξk 〉 denotes the hyper�ne structure part and |ψk 〉 the spatial part
of the state | k 〉 = |ψk 〉 ⊗ | ξk 〉. In other words, the Rabi frequency is pro-
portional to the overlap of the spatial wave functions of the two states.

When considering the transition between two hyper�ne states, that do
not di�er in the n, j, and l quantum numbers, the spatial wave function is
the same for both. In this case, the spatial overlap becomes 〈ψf | ψi 〉 = 1,
leading to

Ω� ∝
〈
ξf

�� M̂RF
�� ξi

〉
. (3.4)

This is sensible, because we prepare mixtures of the lowest hyper�ne states
of the ground state of 6Li, in our experiment, as we will see in the next
section.

Now, we consider the case of the impurity interacting with surrounding
particles in the initial state. This changes the properties of the RF transition.
The interaction energy Eint shifts the energy of the initial state and thus
also the resonance frequency to ω ′0 = ω0 + Eint/~. Although the interaction
does not a�ect the inner degrees of freedom of the impurity particle, i. e. its
hyper�ne wave function, it changes the spatial wave function. Therefore,
the Rabi frequency becomes

Ω ′ ∝
〈
ξf

�� M̂RF
�� ξi

〉 〈
ψf

�� ψ ′i 〉
(3.5)

= Ω�
〈
ψf

�� ψ ′i 〉
.
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Recalling the de�nition (2.2) of the quasi-particle residue Z , we obtain

Z = |Ω ′/Ω� |2 . (3.6)

Hence, the quasi-particle residue of an impurity system with N majority par-
ticles can be experimentally obtained, by measuring and comparing the Rabi
oscillation of the transition of the impurity into a non-interacting hyper�ne
state with the same transition of the isolated impurity.

In the following section, we will now present our experimental methods
to prepare such a system.

3.2 deterministic preparation of few fermions

In our experiment, we prepare an ultracold sample of fermionic 6Li. One of
its most important features, that is necessary to have a highly controllable
quantum system, is the tunable interaction strength due to a broad magnetic
Feshbach resonance.

To deterministically prepare a few-Fermion system, we need a procedure,
that allows us to control the �nal number of particles in the trap with high
precision. Furthermore, it is crucial, that the system is prepared in the ground
state of the trap.

To achieve these requirements, we prepare a very dilute atomic gas at
low temperature (i. e. in the nanokelvin regime) in an optical trap, such that
the fermionic occupation probability of the lowest energy states in the trap
approaches unity. The probability is given by the Fermi-Dirac distribution

P(E) = 1
exp ((E − µ)/kBT ) + 1

, (3.7)

where µ denotes the chemical potential, kB the Boltzmann constant and, T
the temperature of the sample. Having prepared a degenerate Fermi gas in
the trap, the particle number is reduced by applying a magnetic gradient and
�ne-tuning the trap depth to spill out all atoms in the higher excited states.
This requires the trap depth to be controlled with much more precision than
the energy level spacing of the trap. When �nally the few Fermion system
is prepared, it has to be probed as well. A single particle detection method
ensures that the particle number is measured with high �delity.

After summarizing the important properties of 6Li in the next subsection,
we will discuss the preparation in more detail.

3.2.1 General properties of fermionic Lithium

Lithium is the �rst element in the group of Alkali metals, and therefore the
most simple one. It has a single unpaired valence electron, corresponding
to a half-�lled s-shell, leading to a total angular momentum of J = S = 1/2.
As we need Fermions in our experiments, we use the fermionic isotope 6Li.
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Table 3.1: Position and width of the Feshbach resonances for mixtures of the three
lowest hyper�ne states of 6Li. Taken from [Zür+13].

Mixture Resonance position B [G] Width ∆B [G]

| 1 〉–| 2 〉 832.18 ± 0.08 262.3 ± 0.3
| 1 〉–| 3 〉 689.68 ± 0.08 166.6 ± 0.3
| 2 〉–| 3 〉 809.76 ± 0.05 200.2 ± 0.5

It has a nuclear spin of I = 1. The optical transition used for the prepara-
tion, that will be discussed in the following subsection, is between the states
2 2S1/2, F = 3/2 and 2 2P3/2 which is known asD2-line with a wavelength λ =
670.977 nm and a natural line width ΓD2 = 5.87MHz [Geh03]. The ground
state of 6Li is 2 2S1/2, it splits into the six hyper�ne states F = 1/2,mF = ±1/2
and F = 3/2,mF = ±1/2,±3/2. While most of these states are degener-
ate, applying a magnetic background �eld leads to a Zeeman splitting into
two triplets at high magnetic �elds above ∼100G (i. e. in the Paschen-Back
regime), as electronic and nuclear spin decouple. According to convention,
these states are named from | 1 〉 to | 6 〉 with increasing energy. For our ex-
periment, only the three lowest, i. e., | 1 〉, | 2 〉, and | 3 〉, are relevant, because
only mixtures of these are stable against collisions.

3.2.1.1 Feshbach resonances

As already mentioned, we work with a very dilute fermionic gas at extremely
low temperatures—i. e. a degenerate Fermi gas. The de Broglie wavelength
of particles in such a system is much larger than the interparticle spacing.
As a consequence, only two-body collisions are relevant and these can be
approximated by contact interactions, exp with a Diracδ pseudo-potential as
in equations (2.3) and (2.8). The strength of the interaction with this pseudo-
potential is given by the s-wave scattering length a.

Crucially, the scattering length diverges at certain magnetic �elds—so-
called magnetic Feshbach resonances [Fes62]—and can be tuned from nega-
tive to positive values over these resonances by applying di�erent magnetic
�elds. This allows to control type and strength of the interaction between
di�erent hyper�ne states.

The Feshbach resonances for 6Li with mixtures of the states | 1 〉 to | 3 〉
are at �elds between 650 and 850G. In Figure 3.1 the scattering lengths of
the three mixtures are plotted against the magnetic o�set �eld and Table 3.1
lists the positions of the associated resonances.

A rigorous and more thorough discussion of collisions and Feshbach res-
onances can be found in [Sak+11; Chi+10; Wen13] as it is beyond the scope of
this thesis.
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Figure 3.1: Feshbach resonances for mixtures of the three lowest hyper�ne states of
6Li. The scattering length a3D depending on the magnetic o�set �eld B is plotted as
multiples of the Bohr radius a0 for the possible mixtures of the three lowest Zeeman
hyper�ne states of 6Li. The positions of the resonances are listed in Table 3.1. Taken
from [Wen13, p. 30] and adapted.

3.2.2 Preparation of an ultracold Fermi gas

The basic techniques of preparing a degenerate Fermi gas of 6Li in our ex-
periment are extensively discussed in previous theses [Ser11; Zür12; Wen13;
Ber13; Mur15]. In this section we will very shortly summarize the important
steps. A sketch of the whole experimental setup is shown in Figure 3.2.

In the end, we want a sample of few Fermions in the ground state of our
quasi-one-dimensional trapping potential. To reach this point, solid 6Li has
to be transformed into a dilute atomic gas at very low temperatures.

After being heated into an atomic vapour in an oven, the Lithium atoms
enter the experimental vacuum chamber as an atomic beam. Before they can
be captured by a magneto-optical trap (MOT), the atoms are slowed using a
Zeeman slower [Met+02]. The MOT con�nes the gas and cools it down into
the microkelvin regime. The MOT cannot cool the gas below∼200 µK, due to
an inherent heating rate (Doppler limit). However, degeneracy requires even
lower temperatures. To overcome this limitation, the atoms are transferred
into a crossed-beam optical dipole trap [Gri+99], where the atoms are cooled
down further by evaporative cooling [Met+02; Ket+08].

This cooling technique reduces the temperature by several orders of mag-
nitude and thereby increases the phase space density further towards degen-
eracy, although it also reduces the number of particles in the sample. Even-
tually a sample of the order of 104 atoms per spin state with a degeneracy
of T /TF ≈ 0.5 [Zür12] is obtained, where TF denotes the Fermi temperature,
which corresponds to the energy of the highest excited particle in the trap.

A high vacuum of approximately 10−12mbar in the experimental chamber
ensures long lifetimes of the ultracold atomic samples.
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Figure 3.2: The experimental system with oven and vacuum chamber. The 6Li atoms
evaporated in an oven (1) enter the experimental vacuum chamber (5) as an atomic
beam, after being slowed down using a Zeeman slower (4). Taken from [Ser07,
p. 32].

3.2.2.1 The dimple trick: Deterministic preparation of a degenerate Fermi gas

The degeneracy of the sample achieved so far is not su�cient for a deter-
ministic preparation of single particles in the ground state with high �delity.
I. e. the occupation probability of the lowest states, given by (3.7), is still to
far from unity. The so-called dimple trick increases the degeneracy further:

The crossed-beam dipole trap, that serves as a reservoir, is superimposed
with a tightly focussed laser beam. The resulting additional optical dipole
trap has a much smaller volume than the reservoir, but its power is chosen
such that it is much deeper. Due to its small size, we call this „dimple“ in the
reservoirmicrotrap. As a consequence of the di�erent proportions of the two
traps, far less energy levels �t in the microtrap than in the reservoir. Hence,
when ramped up adiabatically, the thermalisation will alter particle number
and temperature only negligibly. On the other hand, the Fermi energy is
governed by the depth of the microtrap, as the latter is much deeper, i. e.
TF ≈ TF, dimple, and hence the degeneracy is given as T /TF ≈ T /TF, dimple ≈
0.08 [Ser+11], which is almost an improvement by a factor of 10. Using the
Fermi-Dirac distribution (3.7), the occupation probability of the lowest state
can be shown to exceed 0.9999 [Ser+11], and is thus su�ciently high.

The microtrap, that is used as a dimple to increase the degeneracy of the
system, is also the quasi-one-dimensional trap, with which the 1D Fermi
impurity problem is studied. We will discuss the microtrap in Section 3.3 in
more detail, as it is the main object of study in this thesis.
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Figure 3.3: Schematic of the spilling technique. To reduce the particles of the pre-
pared degenerate Fermi gas in the microtrap (a) to a �xed number, a linear magnetic
�eld gradient is applied, and the trap depth is adjusted, such that the the upper states
get unbound and the particles in these leave the trap (b). After turning the gradi-
ent o�, the desired number of particles remains (c). Taken from [Zür12, p. 14] and
adapted.

3.2.2.2 The spilling technique: Deterministic preparation of a few Fermion
system

When the reservoir is turned o�, only a few hundred bound states in the mi-
crotrap remain, which corresponds to the same number of particles in each
spin state, due to the Pauli exclusion principle. The idea to prepare a �xed
number of few Fermions in the trap is to control the number of states in
the trap with high precision. This is achieved by modifying the potential:
The optical dipole potential of the focussed beam is superimposed with the
linear potential of a magnetic �eld gradient of ∂B/∂z = 31G cm−1 [Ber13,
pp. 53 sq.], which is produced by the Feshbach coils, i. e. the coils used to
create the magnetic �elds to tune the interaction strength via Feshbach res-
onances. The resulting potential is sketched in Figure 3.3, (b). As a conse-
quence, the upper states in trap above the resulting potential barrier become
unbound, and all atoms occupying these leave the trap after some time. To
further �ne tune the number of states, the trap depth is modi�ed, i. e. it is
reduced, such that only the wanted number of particles remain. Finally, the
linear potential is turned o�, and we obtain a well de�ned state of a �xed
number of atoms with a certain �delity. We call this method spilling process.
The procedure results always in an even number of particles in the trap, as
we are working with a two-state spin mixture and the energy levels in trap
are twofold-degenerate in the spin states.

3.2.2.3 Preparation of imbalanced few-Fermion systems

When applying a magnetic �eld gradient, it couples to the magnetic moment
µ of atoms in its vicinity. The potential due to the resulting force, is given
as

Vmag(z) = −µ · B(z) = µ
∂B

∂z
z. (3.8)

At high magnetic o�set �elds, as used for the preceding procedure5, the mo-

5 To control the
collisions of the spin
mixture in terms of a
Feshbach resonance,
high magnetic o�set
�elds are applied.

ments of both spin states are approximately equal, such that atoms in both
states experience the same spilling potential explained previously. However,
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Figure 3.4: Zeeman shift of the two lowest hyper�ne states of 6Li and schematic of the
imbalanced spilling. (a) Magnetic �eld dependence of the energy of the two lowest
hyper�ne states of 6Li due to the Zeeman e�ect. The dotted vertical green line
marks the �eld where the magnetic moment of state | 2 〉 vanishes. (b) To create
an imbalanced system the magnetic o�set �eld is chosen such that the magnetic
moment of state | 1 〉 vanishes and therefore is not a�ected by the applied magnetic
spilling gradient in contrast to state | 1 〉. Taken from [Wen13, p. 84] and adapted.

when applying low magnetic o�set �elds, the magnetic moments di�er sig-
ni�cantly between the two lowest hyper�ne states of 6Li, that are prepared.
The moment for atoms in state | 2 〉 vanishes at a �eld of ∼27G as shown in
the dependence of the energy on the magnetic �eld in Figure 3.4, (a). When
this o�set �eld is combined with another spilling, atoms in state | 2 〉 do not
experience the additional linear potential due to the magnetic �eld gradient.
Therefore, only atoms in state | 1 〉 are removed from the trap. The whole
procedure is sketched in Figure 3.4, (b). Subsequent Landau-Zener passages
or π-pulses allow a transfer of the populations to other hyper�ne states, if
necessary, such that an imbalanced few-Fermion system with the desired
spin mixtures is �nally obtained.

3.2.3 High-Fidelity Single Atom Detection

So far, we have only discussed the deterministic preparation of few-Fermion
systems, but equally important is a single atom detection method with high
�delity. A common option would be absorption imaging. However, the ab-
sorption signal of single atoms is very weak, such that the signal-to-noise
ratio is far to low.

The method we are using is �uorescence imaging. To �nally measure
the number of atoms, they are recaptured into a MOT, and the scattered
photons are collected on a CCD camera. By choosing long exposure times,
the number of collected photons can be increased signi�cantly, leading to a
high signal-to-noise ratio.
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Figure 3.5: . The histograms for the preparation of one to eight particles in the trap
have been calculated and combined in this plot. It can be seen that single parti-
cles can be distinguished with high �delity. The measured �uorescence signal has
been normalized to the measured particle number. Taken from [Ser+11, Supporting
Online Material] and adapted.

To show that the di�erent particle numbers can be distinguished unam-
biguously, the histograms of the detected �uorescence signal for one to eight
prepared particles are shown in Figure 3.5. Each histogram is obtained by tak-
ing �uorescence images and counting the number of pixels corresponding
to each value of the �uorescence signal. By doing this for the preparation of
di�erent numbers of particles, one obtains a mapping between �uorescence
signal and particle number, as the signals of the di�erent preparations are
clearly distinguishable. A detailed discussion of the detection process can
be found in [Ser+11, Supporting Online Material].

Currently, an alternative scheme for site-resolved single particle detec-
tion is being developed, using an EMCCD camera, as the described process
discards the spatial information [Bec16].

3.3 creation of the confining potential

To study the one-dimensional Fermi impurity problem, we prepare a degen-
erate Fermi gas and subsequently reduce the number of particles in a con-
trolled way. As discussed previously, a microtrap, produced by a tightly fo-
cussed laser beam, is used to ensure high degeneracy. But �nally, it serves
as the quasi-one-dimensional trap of the systems to study. In Section 2.2
we have seen, that the aspect ratio η, which is the ratio between the radial
ω⊥ and the axial frequency of the trap, determines how well the system is
described by one-dimensional theory.

Hence, we will discuss now the microtrap in more detail. The design of the
microtrap, together with the current setup, does not allow the preparation
of more than �ve majority atoms due to the low aspect ratio of the trap of 5.
We will discuss this limitation in the next chapter. The method to remedy it,
is the main part of this thesis.
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Table 3.2: The nominal design parameters of the high-resolution objective. Taken
from [Ser11, p. 80].

Property λ = 1064 nm λ = 671 nm

focal length [mm] 20.3 20.3
image distance ∞ ∞
diameter �eld of view [µm] 200 200
max. di�raction limited NA 0.6 0.6
entrance apert. diameter at max. NA [mm] 24.4 24.4
resolution [µm] 1.08 0.68
waist of focus [µm] 0.72 0.45

3.3.1 The high-resolution objective to create the microtrap

A high-resolution objective is used to create the microtrap. Additionally,
it is crucial for the �nal probing of the few-Fermion system, as it is also
used to recollect the scattered photons of the �uorescence imaging (see Sec-
tion 3.2.3). Therefore, it is optimized for two wavelengths: The optical poten-
tial requires the wavelength λ = 1064 nm and the imaging λ = 671 nm. The
objective was designed and tested in the context of previous theses [Ber13;
Ser11]. The high numerical aperture (NA) of 0.6 ensures a very high reso-
lution and that as many photons as possible (∼10 %) can be recollected for
the �uorescence imaging [Ser11, pp. 73 sq.]. Because it is placed outside of
the vacuum chamber, it was designed to have an e�ective focal length of
f = 20.3mm6. The nominal design parameters of the objective are listed in6 The window of the

vacuum chamber is
included in the

design.

Table 3.2.

3.3.2 Optical setup

To ensure maximal performance of the objective and to use its whole nu-
merical aperture, the incident beam needs a su�ciently large beam waist.
The simpli�ed optical setup, that is important for this thesis, is sketched in
Figure 3.6. The �rst step is the power stabilisation of the laser light (not in-
cluded in the sketch). A small fraction of the light is extracted and focussed
onto a photodiode. The latter is connected to a feedback control loop and sta-
bilizes the laser power within the quality of the loop. Thereafter, the beam,
with an initial waist of 1.23mm [Kli12, pp. 27 sq.], is expanded to a waist of
9.95mm, using a telescope consisting of an aspheric lens with f1 = 18.5mm
and a spheric lens with f2 = 300mm. Finally, the beam is focussed with the
objective through the window of the vacuum chamber where the microtrap
is created.

Also shown is a circular aperture that truncates the beam prior to fo-
cussing. This feature will be explained in Chapter 4.
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d1

window
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potential
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resolution
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Figure 3.6: Sketch of the simpli�ed setup for the creation of the microtrap with the
objective. An incident Gaussian beam is expanded to a waist ofw0 = 9.95mm using
a telescope, truncated by a circular aperture of radius a, and �nally focused by our
high-resolution objective with an e�ective focal length f = 20.3mm. Objective and
aperture are separated by a distance d1. The e�ect of the truncation on the potential
of the microtrap is illustrated in the inset. Based on a sketch from [Ber13, p. 33].

3.3.3 Characterization of the focus

Size and shape of the beam focus determine the optical dipole potential, that
makes up the microtrap, and hence the physics of the whole system. Before
discussing the potential in more detail in Section 3.3.4, we will estimate the
size of the focus at �rst.

When focussing a Gaussian beam with a thin lens of focal length f , the
size of the new waist is given by the magni�cation of the system, whithin
the framework of Gaussian beam optics [Sal+07; IDE]:

w ′0 = Mw0 with (3.9)

M =
1√

1 + (f /zR)
,

where w0 denotes the waist and zR = πw2
0/λ the Rayleigh range of the in-

coming beam. This naive calculation results in a beam waist at the focus of
w ′0 = 0.69 µm.

If also taking the limited numerical aperture of the objective, i. e. its �-
nite entrance aperture r in, into account, we need to consider the truncation
of the incident beam. In this case, the waist at the focus depends on the
illumination of the entrance aperture, and hence [IDE]

w ′0 = K(r in)
λ

2NA
, (3.10)

where K(r in) is the illumination coe�cient depending on the entrance aper-
ture radius r in and NA the numerical aperture of the objective. For a given
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truncation radius a and a Gaussian beam of waist w0, the coe�cient K is
given as [IDE, p. A166]

K(a) = 0.82 +
0.32

(w0/a − 0.28)1.82
− 0.27
(w0/a − 0.28)1.89

. (3.11)

Using these formulae, the expected waist at the focus results tow ′0 = 0.83 µm.
However, experimental measurements have shown, that the actual waist

is around 1.2 µm and thus signi�cantly larger than this expected value. More
details on this are given in Appendix C.

3.3.4 Optical dipole potential

The con�nement of the atoms in the microtrap is due to the optical dipole
potential, that is induced by the light �eld of the focussed beam7. To grasp7 The light has to be

red-detuned with
respect to the atomic
resonance frequency
of 6Li, if an intensity
maximum should be
the trapping centre

[Gri+99].

the physical properties of the potential, we neglect for now the �nite en-
trance aperture of the objective and assume the beam to be ideally Gaussian8.

8 This corresponds to
the transverse

electromagnetic
mode TEM00.

Therefore, the intensity distribution has the shape [Sal+07; Gri+99]

I (ρ, z) = 2P
πw2(z) exp

(
−2 ρ2

w2(z)

)
with (3.12)

w(z) = w0

√
1 +

(
z

zR

)2
,

where P denotes the power of the beam, ρ2 = x2 +y2 the radial coordinate,
and z the axial coordinate along the beam propagation. The axial pro�le
I ‖(z) = I (ρ = 0, z) has a Lorentzian shape with half-width 2zR.

The optical dipole potential is related to the light intensity according to99 For brevity, we
neglect the

multi-level energy
structure of the
Alkali atoms.

[Gri+99, p. 4]

Udip(r ) = −
3πc2

2ω2
0

(
Γ

ω0 −ω
+

Γ

ω0 +ω

)
I (r ), (3.13)

where ω0 denotes the atomic resonance frequency, ω the light frequency,
and Γ the natural line width of the optical transition (see Section 3.2.1). The
trap depth is given as U0 = Udip(ρ = 0, z = 0).

As we prepare only a few particles in the ground state of the trap, the
wave function of the system does only spread over a small region around the
trap centre. Therefore, the actual potential is well described by a harmonic
potential, which was also assumed for the calculations in Chapter 2, given
as

Udip, ho(ρ, z) =
1
2
mLi

(
ω2
⊥ρ

2 +ω2
‖z

2
)
, (3.14)

with mLi the mass of 6Li, and the trap frequencies ω2
⊥ = 4U0/(mLiw

2
0) in

radial and ω2
‖ = 2U0/(mLiz

2
R) in axial direction. Hence, the aspect ratio of a

Gaussian dipole trap is given as

η =
ω⊥
ω ‖
=

√
4U0/(mLiw

2
0)

2U0/(mLiz
2
R)
=

√
2z2R
w2

0
=

π
√
2

λ
w0. (3.15)
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In other words, the aspect ratio of the trap increases linearly with the beam
waist.

3.3.5 Challenges and limitations

These insights of the potential of a focussed laser beam reveal the problem
of this choice to con�ne few-Fermion systems. Focussing an incident beam
with large waist, in order to exploit the full NA of our high-resolution ob-
jective, results in a very small beam waist. As we have seen previously, this
leads to small aspect ratio of the optical dipole potential. However, in Chap-
ter 2 we have stated, that a large aspect ratio is crucial to ensure the system
to be in the quasi-one-dimensional regime.

In the next chapter, we will present and discuss a method to remedy this
limitation without changing the whole setup. The idea is to truncate the
incident beam prior to focussing, leading to larger waist at the focus (see
Figure 3.6). Nevertheless, this might lead to other questions, as it is not clear
how it changes the shape of the potential. Especially, emerging anharmonic-
ities are of concern, because they change the physical properties of the trap,
like the energy spacing and the wave functions of the trapped atoms.





4
S I M U L AT I O N : F O C U S I N G O F A T R U N C AT E D G A U S S I A N
B E A M

In Chapter 2, we discussed the properties of two particles in a harmonic
trap—for the desired one-dimensional and the experimentally relevant three-
dimensional case. Our �nal aim is to study 1D physics with our cigar-shaped
three-dimensional trap. Hence, it is important to ful�l the conditions, dis-
cussed in Section 2.2, that are necessary to make the 3D system behave as
similarly to the 1D case as possible. I. e. the trapping potential of the fo-
cussed laser beam needs an aspect ratio η � 1 and the number of prepared
particles has to be below the aspect ratio.

Currently, the microtrap has an aspect ratio η ≈ 5 due to the small waist
of the beam creating it. Thus, using this microtrap at most four majority
particles can be prepared, while being in the 1D regime. To advance deeper
into the crossover from few to many, we must increase the aspect ratio of
the trap to be able to prepare more majority particles.

We have seen in the end of the last chapter, that the aspect ratio of a
Gaussian beam depends linearly on its waist, according to (3.15). Increasing
the aspect ratio, requires a larger beam waist at the focus of the objective. In
the following, we will discuss a method to achieve this.

4.1 a method to increase the size of a focussed beam

The technically most simple idea to increase the waist, is a truncation of the
beam with a circular aperture prior to focussing. Naively, one would �rst
think of just decreasing the size of the incident beam. Yet, the advantage
of the truncation method is, that it allows the trap to be changed on-the-�y
by just varying the aperture radius—and we want to change the aspect ratio
during the experimental sequence—whereas the naive approach requires the
whole optical setup to be changed. However, clipping the outer region of the
incident Gaussian beam does not have the same e�ect as changing incident
beam waist: We expect di�raction e�ects to emerge.

The pro�le at the focal plane of an imaging lens, arising from the di�rac-
tion of an aperture in front of the lens, is well known and can be easily
described by theory10 But the di�raction along the propagation of the beam 10 E. g. the theory of

Fraunhofer
di�raction. It gives a
good qualitative and
quantitative
description, although
several
approximations are
assumed.

(i. e. the axial axis) is highly non-trivial. There is neither an intuitive descrip-
tion nor a quantitative analytical expression describing the axial pro�le. In
the end we will see, that an approximative description exist, albeit it is only
valid for a special case.

To understand, how the pro�le—especially the aspect ratio—of the micro-
trap changes depending on the truncation of the beam prior to focussing, a
numerical simulation has been carried out. The whole description of these

23
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calculations is within the framework of Fourier optics which will be intro-
duced and explained in the following.

4.2 a qalitative approach to the description of a focussed
truncated gaussian beam

Before we use the more elaborate theory, we want to try a simple and naive
approach. In Section 3.3.3 we used already the empirical formula (3.10) to-
gether with (3.11) that gives the waist at the focal plane of a truncated Gaus-
sian beam depending on the aperture radius a11. Assuming that the focussed11 The NA in (3.11) is

given in this case by
sin(a/f ), with the
focal length f and

the aperture radius a.

truncated beam is still described by a Gaussian, the aspect ratio depending
on the aperture radius a can be calculated according to (3.15): The aspect
ratio η is then simply given as

η(a) = π
√
2

λ
w0(a) =

π
√
2

sin(a/f ) K(a), (4.1)

where K(a) is given by (3.11). The obtained aspect ratio as a function of the
aperture radius a is shown in Figure 4.5 as solid line. In comparison with the
results of the following exact calculations, we will see later, that this �rst
approach can only qualitatively the describe change of the aspect ratio.

4.3 exact calculation of a focussed truncated gaussian beam

The preceding approach gives us a feeling, how the properties of the trap
change due to truncation. However, it is too naive to allow more insight.
Due to di�raction, it is apparent that the beam cannot keep the shape of a
Gaussian after truncation.

In this section, we want to understand in detail, how the intensity pro�le
of a focussed Gaussian beam changes around the focus, when it is truncated
by a circular aperture beforehand. As already mentioned, the concept of
Fourier optics is used and will be introduced in the following.

For the whole derivation we do not use the usual small angle approxima-
tion, i. e. sinθ ≈ θ , known as the paraxial approximation, because our setup
is designed to use the maximal numerical aperture NA = 0.6 of the objective.
The error, when using this approximation is given as

∆ =
|sinθ − θ |

sinθ
=
|NA − arcsinNA|

NA
≈ 7 %. (4.2)

A priori, it is not clear which deviations the approximation would have on
the whole pro�le, on the calculated trap frequencies and on the aspect ratio.
But we do not expect the paraxial approximation to yield correct results, As
we are doing precision measurements, we need accurate predictions, and
hence we will avoid this approximation.

In order to be able to calculate anything in our complex setup, we have
to make some idealized assumptions. The high-resolution objective, that
consists of several lenses and other optical components, is simulated by a
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single hyperbolic thin lens in an aperture with the e�ective focal length of
the objective. The aperture of the beam truncation is assumed to be in�nitely
thin, and perfectly centred and circular.

4.3.1 Basic principles

In Fourier optics it is assumed, that light can be described by a complex scalar
�eld propagating in space as waves. The polarization of light and its electro-
magnetic nature are neglected. The important principle is the description of
the propagation of light in terms of harmonic analysis—i. e. Fourier analysis.
By treating every point of the light �eld as the point-like source of a spherical
wave, the propagation of the whole �eld can be reduced to the well known
propagation of spherical waves. The concept of Fourier optics is discussed
in more detail in [Sal+07].

The propagator of a spherical wave in free space is simply12 12 We assume the
propagation of the
�eld to be along the z
axis.H0(ν⊥;d) = exp (2πidνz ) = exp

(
2πid

√
λ−2 − ν2⊥

)
, (4.3)

with kz = 2πνz the z component of the wave vector expressed as spatial
frequency νz and ν 2

⊥ = ν
2
x + ν

2
y the spacial frequency in the radial plane, and

λ the wavelength of the light. The parameter d speci�es the propagation
distance.

Therefore, the procedure to calculate the �eld after some distance d con-
sists of the following steps: Transforming the �eld into Fourier space, propa-
gating its harmonic components according to (4.3) for a distance d , and then
retransforming it into real space again. The resulting �eld U ′ at the plane
z = d that propagated from the incident �eld U at z = 0 is given as

U ′(ρ ′) = F −1
{
F{U }H0(;d)

}
(ρ ′) (4.4)

=

∫
dν⊥ e2πi ρ

′ ·ν⊥ H0(ν⊥;d)
∫

dρ e−2πi ρ ·ν⊥ U (ρ),

where F(f ) denotes the Fourier transform of f and ρ2 = x2 +y2 the radial
coordinate.

4.3.2 The setup

After having speci�ed the basic procedure, we can now go through the ex-
perimental setup. The whole simulation, sketched in Figure 4.1, can be split
into the following steps:

� Incident Gaussian beam

� Propagation in free space for distance d0

� Truncation by circular aperture with radius a

� Propagation in free space for distance d1
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aperture lens

d1 fd0

focus

Figure 4.1: Sketch of the setup for the simulation. An incident Gaussian beam is
clipped by a circular aperture of radius a and then focused by an ideal lens of focal
length f after propagating in free space for a distance d1.

� Focusing with a lens of focal length f and an additional vignetting
with radius rin

� Propagation in free space for distance d2

The starting point is a monochromatic Gaussian beam of wavelength λ =
1064 nm and beam waist w0 = 9.95mm as described in the previous chapter.
The �led is given by1313 For simplicity we

�x the initial overall
phase to zero.

U0(ρ) =
√

2Pin

πw2
0
exp

(
−ρ2/w2

0
)
, (4.5)

such that is normalized with respect to the power of the incident light Pin
via the condition

∫
dρ |U0(ρ)|2 = Pin.

We omit the �rst propagation in free space, as it is negligible for beams
with such a large waist. The e�ect of the circular aperture14 with radius a is14 It is assumed to be

in�nitely thin. achieved by multiplying the �eld with its transmittance Tap, i. e.

U1(ρ) = U0(ρ) ×Tap(ρ;a) with (4.6)

Tap(ρ;a) =
{
1 if ‖ρ‖ 6 a

0 else.

The next step is a propagation for a distance d1 in free space:

U2(ρ ′) = F −1
{
F{U1}H0(;d1)

}
(ρ ′) (4.7)

=

∫
dν⊥ e2πi ρ

′ ·ν⊥ exp
(
2πid1

√
λ−2 − ν2⊥

)
×

∫
dρ e−2πi ρ ·ν⊥ U1(ρ)

The focusing properties of the objective are simulated by an aberration
free hyperbolic biconvex lens of width ∆0 and the same focal length f =

20.3mm of the objective (see Table 3.2). Within the framework of Fourier
optics, the lens simply imprints a phase pattern on the �eld which comes
from the varying width ∆(ρ) of the lens in the radial plane [Sal+07]. Ad-
ditionally, the vignetting e�ect of the opening aperture of the objective is
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taken into account by multiplying the transmittance of a circular aperture
Tlens with radius r in = 12.2mm:

U3(ρ ′) = U2(ρ ′) × P lens(ρ ′) (4.8)

= U2(ρ ′) e2πi λ
−1∆0 e2πi λ

−1(n−1)∆(ρ′) Tlens(ρ ′; r in),

where n denotes the index of refraction of the lens. The thickness ∆(ρ) of
an aberration free hyperbolic lens is given by [Pru+08]

∆(ρ) =

∆0 −
ρ2

R1

(
1 +

√
1 + ρ2/R2

1

) + ρ2

R2

(
1 +

√
1 + ρ2/R2

2

)  (4.9)

×
{
1 if ‖ρ‖ 6 r lens

0 else.

where R1 = −R2 B R = 2f (n − 1) denote the radii of the lens surfaces, and
r lens the radius and n the index of refraction of the lens.

The last step is simply another propagation in free space of the �eldU3 as
explained before. And the intensity is then �nally I (ρ) = U 2

�nal(ρ)
15. 15 As the whole

system is radially
symmetric, the
intensity only
depends on ρ = ‖ρ‖.
Hence I (ρ) ≡ I (ρ).

It is important to emphasize again, that no paraxial approximation has
been used. None of the previous expressions includes any mathematical
approximations except for the simpli�cation and idealization of the optical
components16.

16 Additionally, we
neglected the
polarization of the
light, by assuming a
complex scalar �eld
instead of an
electro-magnetic
vector �eld.

All these expressions cannot be solved analytically due to the numerous
Fourier transformations, but the results can be calculated numerically using
discrete Fourier transform (DFT) algorithms [Coo+65]. The numerical imple-
mentation has been done using the Python programming language17. In the

17 The mainly used
Python modules are
numpy and scipy.

following, the results of these calculations will be discussed.

4.3.3 Results

For the calculation, the complex-valued light �eld is discretized by a two-di-
mensional �nite coordinate grid. In other words, the coordinates ρ and ν⊥
are only evaluated for values of de�ned two-dimensional arrays with step
sizes δρ and δν , respectively, between the values. In order to achieve reason-
able results and to minimize numerical artefacts due to the discretization, the
parameters (limits and step size) of the coordinate grid in real space have to
be chosen well. The important physical parameters, that can be varied, are
the aperture radius a and the distance between aperture and lens d1.

Due to the large incident beam waist of 9.95mm, the limits have to be in
the order of tens of millimetres. In the end however, they can be reduced
depending on the aperture radius a, because the �eld drops fast to zero for
coordinates ρ > a. In Section 3.3 we have seen that the waist at the focus
is around ∼1 µm. Therefore, the step size has to be in the order of a few
hundred nanometres. As a consequence, we need at least in the order of
104 elements in each dimension of the coordinate grid, which makes in total
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Figure 4.2: Calculated pro�le in the zx-plane for the exact simulation. A cut through
the pro�le of the beam around the focus for a truncation ratio α = 0.20 and a
distance d1 = f between lens and aperture.

108 elements. Calculations with these large complex-valued arrays require
a computer with very large internal memory and lead to very long compu-
tation times.

With our given resources, the aforementioned constraints have shown to
imply a largest feasible aperture radius of a = 2.0mm, which corresponds to
a truncation ratioα = a/w0 = 0.20. Therefore, we cannot derive quantitative
results from these simulations for large truncation ratios. In the next section
we will use a simpli�ed approach to estimate quantitative results.

A pro�le cut in the zx plane around the focus, for a = 2.0mm and d1 =

f , is shown in Figure 4.2. It can be seen, that fringes appear around the
focus due to the di�raction of the aperture. In the radial plane, the pro�le
resembles the well known Airy disc, which appears in the di�raction pattern
at the focus of a circular aperture with a plane wave in terms of Fraunhofer
di�raction. This is not surprising, as a Gaussian can be well approximated
by a plane wave for small truncation ratios α . Interesting and non-trivial
is however the axial pro�le and the emerging maxima around the central
peak in the zx cut. Besides the side maxima on the radial and on the axial
axes, there are also maxima on the „diagonal“ axes. In the three-dimensional
pro�le, the latter appear as tori with increased intensity, i. e. the cuts in the
radial plane are rings with high intensity and a minimum in the centre.

4.3.3.1 Axial symmetry of the pro�le

An important result of these simulations are the observations of the chang-
ing symmetry of the axial pro�le with the distance between lens and aper-
ture d1 and with the aperture radius a.

A symmetric axial pro�le is obtained, if the aperture is in the focal plane
in front of the lens. When it is further apart or nearer to the lens, the pro�le
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Figure 4.3: Comparison of axial pro�les around the focus for di�erent distances be-
tween lens and aperture. For a distance between lens and aperture d1 = f (red), the
pro�le is symmetric around the focal plane. For larger distances d1 > f the pro�le
becomes more and more asymmetric (grey, blue). The calculations are done for a
truncation ratio α = 0.20.

becomes asymmetric. The extent of the asymmetry depends strongly on the
truncation ratio of the aperture.

To illustrate this e�ect, Figure 4.3 shows the axial pro�le at the focus for
three di�erent con�gurations of d1. The simulation was done for a trunca-
tion ratio α = 0.20. For d1 = f , the pro�le is symmetric around the focal
plane, but for distances d1 > f it gets stretched towards the lens.

The conclusion of these observations is, that ideally, the aperture should
be placed in the focal plane. As this is not possible due to the size of the
objective (it has a length of ∼120mm, but the focal length is ∼20mm), the
distance between these two components should be as small as possible.

4.4 approximate model of the focussed truncated gaussian
beam

We cannot do the exact calculations to obtain the pro�le of the microtrap
for a su�ciently wide range of the truncation ratio (i. e. for large trunca-
tion ratios). The reason are numerical limitations discussed in the previous
section.

Fortunately, for a limited special case and using the paraxial approxima-
tion, in [Hor+03] it has been shown, that an approximate analytic expression
of the three-dimensional pro�le of a focused truncated Gaussian beam exist.
Within this model, the axial intensity distributions is given by the expression

I ‖(z) ≡ I (ρ = 0, z)

= I0

[
1 − ua/2

πNa

]2
α4

α4 + (ua/2)2
coshα2 − cos(ua/2)

coshα2 − 1 , (4.10)
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with

ua
��
ρ=0 = 2πNa

(z − f )/f
1 + (z − f )/f , (4.11)

I0 =

[
πa2A

λf 2
1 − e−α 2

α2

]2
, (4.12)

Na =
a2

λf
. (4.13)

And the radial intensity distribution is given as

I⊥(ρ) ≡ I (ρ, z = f ) =
[
2e−α

2 πA

λ

a2

f 2

∞∑
n=1

Jn(va)
vna

(
2α2)n−1]2 , (4.14)

with

va
��
z=f = 2πNa

ρ/a
1 + (z − f )/f

����
z=f
= 2πNa

ρ

a
, (4.15)

where Jn denote the Bessel functions. The amplitudeA has to be chosen such
that

∫
dρ I⊥(ρ)

!
= Pin with the power of the incident beam Pin.

These expressions are only valid for the special case, where the aperture
is directly in the lens plane, i. e. d1 = 0. As the paraxial approximation is
used for the derivation, it is a priori not expected, that the formulae describe
our system with high numerical aperture for large truncation ratios very
well—especially as in reality we will have d1 � 0. Nevertheless, the results
will give an estimate of the emerging features due to di�raction, of the trap
frequencies, and of the aspect ratios of the trap for di�erent aperture radii.

The pro�les of this simpli�ed approach are qualitatively very similar to
those of the exact calculation in the previous section. And they exhibit the
discussed asymmetry due to d1 , f , as expected. In Figure 4.4 the axial and
radial pro�les are compared for the exact calculation with the same param-
eters. The theory agrees astonishingly well with the exact calculation. The
only strong deviation is at the minima, where the numerical calculation does
not drop to zero as the theory does. But most probably, this deviation is just
a numerical artefact.

4.4.1 Aspect ratios

To get the aspect ratio depending on the aperture radius, we calculated the
axial and radial pro�les for a set of radii a and �tted them quadratically
around the maximum. The �ts were done with the function

f (x) = −k (x − x0)2 + c , (4.16)

such that ω2
⊥ ∝ k⊥ and ω2

‖ ∝ k ‖ holds for the trapping frequencies. Hence,
the aspect ratio is given by

η = ω⊥/ω ‖ =
√
k⊥/k ‖ . (4.17)

The obtained aspect ratios are plotted in Figure 4.5.
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Figure 4.4: Comparison of the radial and axial pro�les between the exact calculation
and the simpli�ed theory. In the upper diagram a cut through the pro�le in radial
direction is shown and in the lower diagram a cut in axial direction. The calculation
has been done for a truncation ratio of α = 0.20
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Figure 4.5: Aspect ratios of the focussed truncated beam as a function of the aper-
ture radius for the approximate theory. Using the approximate theoretical model
from [Hor+03], the aspect ratios of the trapping potential of the focussed truncated
Gaussian beam have been calculated (red). For comparison, a data point of the ex-
act simulation and the initial naive approach (4.1) of using an empirical formula
and assuming a Gaussian beam, even after truncation, are plotted as blue circle and
solid grey line, respectively. The former matches the approximate model quite well,
whereas the latter can only describe the qualitative behaviour.

4.4.2 Expected trap frequencies

Besides the aspect ratio, the trap frequencies play an important role for the
physics of the system. They can be calculated within this framework us-
ing the quadratic �ts of the pro�les mentioned in the last section and the
formulae in Section 3.3.418:18 For simplicity we

de�ne our coordinate
system such that the

focus (i. e. the
maximum) is at

ρ = 0 = z.

Udip, ho(ρ, z) =
1
2
mLi

(
ω2
⊥ρ

2 +ω2
‖z

2
)

!
= C

(
k⊥ρ

2 + k ‖z
2) with (4.18)

C =
3πc2

2ω2
0

(
Γ

ω0 −ω
+

Γ

ω0 +ω

)
,

such that

ω2
⊥,‖ =

2C
mLi

k⊥,‖ . (4.19)

When doing the calculations, one has to take the power loss due to the
truncation into account, because the actual light power at the focus de�nes
the trap depth. The output power of a Gaussian beam with initial power Pin,
after truncation with a circular aperture, can be calculated analytically, and
is given by

Pout(a) = Pin

[
1 − exp

(
−2 a

2

w2
0

)]
. (4.20)

The dependence of Pout on a is plotted in Figure 4.6 (top). It can be clearly
seen that the power drops drastically for truncation ratiosα < 1 (i. e. a < w0).
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Figure 4.6: Power and trap frequencies of themicrotrap potential after truncationwith
a circular aperture as a function of the aperture radius. Top: The power of a Gaussian
beam after truncation with a circular aperture as a function of the aperture radius.
Bottom: Radial and axial trap frequencies as a function of the aperture truncation
radius for an input power of Pin ≈ 60mW.

With this in mind, trap frequencies can be calculated for a set of aperture
radii and a given power of the incident laser light. The maximum power, we
can achieve for our light, is Pin ≈ 60mW, which yields the trap frequencies
shown in Figure 4.6 (bottom).





5
M E A S U R E M E N T A N D C H A R A C T E R I Z AT I O N O F T H E
B E A M P R O F I L E

In the last chapter, we have discussed our method to change the aspect ratio
of the microtrap by truncating the incident Gaussian beam. To get a feel-
ing, how the shape of the trap and its physical properties change with the
truncation, we have done and presented calculations.

In this chapter, we will present the characterization of the pro�le based
on experimental measurements. The aim of these measurements is to get
the real dependence of the aspect ratio of the microtrap on the truncation
radius and to quantitatively measure the shape of the microtrap potential.
Especially, it is interesting to know, how well the presented theory can de-
scribe the microtrap. Knowing the exact shape of the trapping potential is
important, as emerging asymmetries leading to anharmonicites can alter the
physical properties of the system, like the energy spacing of the states in the
trap and the wave functions

Before presenting the �nal results, we will outline how the measurements
have been carried out.

5.1 a setup for beam profile analysis

The detailed optical setup to create the microtrap potential has already been
presented in Section 3.3.2. We did the measurements on a test setup, that is
almost identical to the experimental setup. Nevertheless, the same objective
as in the experiment was used. Furthermore, we checked the expanded laser
beam for wave front errors using a shearing plate interferometer [Swe90].

To measure the pro�le, we moved a camera along the axial axis (z-axis)
and took images of the radial pro�le for di�erent positions z around the
focus. The optical setup of the measurement is sketched in Figure 5.1.

5.1.1 The beam truncation

For the beam truncation, we use an aperture with a variable diameter. A
servo motor controls the opening of the aperture, it can open or close the
aperture in roughly 0.5 s. This makes it possible to change the aspect ratio
of the microtrap during the experimental sequence with an Arduino micro
controller. For example, one could prepare the few particle system in the ini-
tial trap, with which a high preparation �delity is ensured, and then change
the trap adiabatically with the motor. The main mechanics of the automated
aperture consist of two gears, one attached to the servo motor and the sec-
ond attached to the aperture.

35
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window

aperture

high-
resolution
objective

zcamera

Figure 5.1: Sketch of the simpli�ed setup for the measurement of the microtrap po-
tential with a camera. An incident Gaussian beam is expanded to a waist of w0 =

9.95mm using a telescope, truncated by a circular aperture of radius a, and �nally
focused by our high-resolution objective with an e�ective focal length f = 20.3mm.
The pro�le of the microtrap potential is measured by moving a camera along the
propagation axis (z-axis), as illustrated, and taking images of the radial pro�le for
di�erent z positions. Based on a sketch from [Ber13, p. 33].

Figure 5.2: Image of the fully assembled aperture with mount and servo motor.

To increase stability and reproducibility with respect to the aperture ra-
dius, a special mount for aperture and servo motor had to be designed and
manufactured. The important part is a ring with holes for common M4
screws, which function as stable start and end stops for the gears. The fully
assembled aperture can be seen in Figure 5.2. The details and the sketches
of the three designed parts are listed in Section B.1.

There are two types of holes in the ring: On the left side three holes mark
the starting point for the open aperture, and on the right side thirteen holes
ensure endpoints with di�erent aperture radii. In order to make a �ne ad-
justment of the radii possible, the distances between the starting point holes
is 1.25 times as large as the distances between the endpoint holes. A table
with the possible aperture radii corresponding to the di�erent holes is found
in Section B.2.

The automation of the opening and closing the aperture using an Arduino
has not been implemented within the scope of this thesis. As of now, it is not
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Figure 5.3: Image of the Raspberry Pi in its case with the connected camera module.

Table 5.1: Speci�cations of the Raspberry Pi camera CMOS chips. The OmniVision
5647 chip corresponds to version one of the camera and the Sony IMX 219 PQ chip
corresponds to version two of the module. Taken from [Omn10; Son14].

OmniVison 5647 Sony IMX 219 PQ

Pixel size 1.4 µm 1.12 µm
Resolution 5 MP 8 MP
Columns 2592 3280
Rows 1944 2464
Max. data depth 10 bit 10 bit

clear how the dynamic changing of the aspect ratio during the experimental
sequence will a�ect the preparation scheme.

5.1.2 The Raspberry Pi camera

For the characterization of the beam pro�le, one has to take images of the
radial pro�le at di�erent axial positions. Without truncation, the beam waist
after focussing is slightly larger than a micrometre (see Section 3.3 and Ap-
pendix C). In order to be able to resolve the di�raction patterns, that emerge
due to truncation, a camera with su�ciently small pixel size is required. The
smallest pixel size of camera chips so far is 1.0 µm [Sam15] but no usable cam-
era with this chip is currently available.

Fortunately, there is an external camera module for the Raspberry Pi mini-
computer. It o�ers a camera with a CMOS chip with small pixel size, as an
a�ordable solution with a high degree of control. The second half of April
2016 a version two of the camera module was released, o�ering a chip with
a pixel size of 1.12 µm instead of the previous 1.4 µm [Upt16]. The speci�ca-
tions of the CMOS chips of the two camera modules are listed in Table 5.1.
Since the new chip with the small pixel size is better for our purpose, we will
always refer to version two of the camera in the following. Both versions of
the module are available in two variants: a default version and one without
an IR �lter („NoIR camera“). To ensure usability at λ = 1064 nm, we use only
the NoIR variant for our measurements. The Raspberry Pi with connected
camera is shown in Figure 5.3.



38 measurement and characterization of the beam profile

Figure 5.4: Sketch of the BGGR Bayer �lter pattern for a camera chip. Starting from
the top left corner, every odd row has alternating BG columns and every even row
has GR columns. Taken from [Jona]

5.1.2.1 Numerical aperture of the camera chip

Originally, a lens was mounted on the chip, to enable sharp imaging of far
objects. As we want to image directly onto the chip, this lens is removed,
leaving a mount surrounding the chip, which limits its numerical aperture.

The maximal numerical aperture of the chip at the central region is esti-
mated as

NAcamera = sin
(
arctan

(
5.5mm

2 × 3.1mm

))
≈ 0.66, (5.1)

which is enough for our objective with a maximum numerical aperture of
roughly 0.6.

5.1.2.2 RGB pattern of the chip

The CMOS chip of the Raspberry Pi camera is an RGB chip, i. e. the pixels
are covered with a �lter that creates four types of pixels: one sensitive to
red, one to blue, and two di�erently sensitive to green light. The pixels are
arranged in a BGGR Bayer pattern as shown in Figure 5.4. In other words,
there are two types of rows: odd rows are BG with alternating blue and green
pixels, starting with blue, and even rows are GR with alternating green and
red pixels, starting with the former. Importantly, the green pixels in BG are
di�erent than those in GR. The reference point is the top left corner of the
image and the chip, respectively19.19 It is important to

note that, while
images start from the

top left corner, 2D
plots start from the

bottom left corner as
this marks the

zero-crossing of the
ordinate.

When imaging the microtrap with the camera, we only need the light
intensity at each pixel, and no RGB colour information. The unprocessed
measured 10 bit data from the chip is obtained, by taking the raw Bayer im-
ages.

Since the colour �lters on the chip have di�erent sensitivity to infrared
light, the four pixel types have to be calibrated with respect to one �xed
colour type. As the blue pixels yield the highest intensities, we chose them
as reference. In order to calibrate the images, we took a reference image of
a Gaussian beam in the centre of the chip and split it into four images, that
contain only the data of every pixel type separately. Then each image could
be �tted independently with a two-dimensional Gaussian. The quotient of
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Table 5.2: RGB calibration ratios of the Raspberry Pi camera. The calibration of a
raw RGB image is done by multiplying the di�erent pixel type data points with
the corresponding ratios, whereas the data of the blue pixels stays �xed. Green 1
denotes the green pixel in the BG rows and Green 2 the green pixel in the GR rows.

Pixel type Calibration ratio rcolor/B [1]

Green 1 0.97 ± 0.15
Red 1.09 ± 0.16
Green 2 1.38 ± 0.19

the amplitudes of the obtained Gaussians, with respect to the amplitude of
the blue pixel data, gives the calibration, rcolor/B = I0, color/I0, B. The ratios
used for the measurements presented in Section 5.2 are listed in Table 5.2.

5.1.2.3 Controlling the camera

The Raspberry Pi is a minimal computer running a Linux system20. The con- 20 The used Linux
distribution is called
Raspbian and is
based on Debian.

nected camera can be accessed and addressed using the Python picamera

module [Jonb]. A minimal code example, to capture and save an image in-
cluding raw Bayer data, is shown in Listing D.1. The image is saved in the
common JPEG format, with the raw image appended as meta data at the end
of the �le. Before the raw data can be used for evaluation, the raw bytes
have to be extracted from the �le and converted to usable data arrays. A
recommended Python code is shown in Listing D.2.

To provide a convenient and self-explanatory way to capture images and
save them on the group server, we have developed a very simple and intu-
itive web front end from scratch. It makes it possible to take single images
and whole image sequences from any computer, that is connected to the
same network as the Raspberry Pi, just by using the web browser, and with-
out installing any software.

The front end for the single captures is shown in Figure 5.5 (top). When
pressing the button „Take image“, an image is fetched from the camera, stored
in the bu�er, and shown in the area below. By scrolling the mouse wheel
over the image, it can be zoomed in and out. Only when pressing the but-
ton „Copy“, the current image is copied from the bu�er onto the server. All
images are saved on the group server under the path

//jochim-server/Allgemeines/Michael

Dehabe/camera/yyyy-mm-dd/###_name/,

where yyyy-mm-dd denotes the current date, ### the automatically incre-
mented number of the image on that day, and name is an explanatory name
entered into a popped up input box by the user.

Similarly, a front end exists, to take a whole sequence of images, store it
in the bu�er, and �nally copy it as a whole onto the server.

Due to the simple and basic implementation of the front and the back
end, taking an image requires a few seconds. When searching for the focus,
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Figure 5.5: Screenshots of the web front ends for using the camera. Shown are the
developed front ends for taking high-resolution raw images (top) and for showing
a continuous video stream of the camera (bottom).

this can be a serious drawback. Therefore, a very simple continuous video
stream of the camera has been implemented and integrated into the front
end (Figure 5.5, bottom). When using it, one has to consider that it can only
transfer images in 1080p, i. e. in a resolution of 1920 × 1080 pixels, which is
much less than the full resolution of the raw images.

5.1.2.4 Scanning the three-dimensional pro�le

Having prepared a camera with a small pixel size, the scan of the three-
dimensional pro�le of the focussed beam is fairly simple: The camera is
mounted on a translation stage, such that every image taken represents
the pro�le in the radial plane (xy-plane), and moved along the axial axis
(z-axis), to obtain the three-dimensional pro�le around the focus. As trans-
lation stage, we used aNew Focus Triple-Divide 9064, together with aNewport
TRA25CC Actuator. The latter can be controlled with an accuracy of 0.2 µm,
using a computer.



5.1 a setup for beam profile analysis 41

50 55 60 65 70 75 80 85 90
Raw signal [a. u.]

0

2000

4000

6000

8000

10000

12000

N
um

be
ro

fp
ix

el
s[
1]

Gaussian �t
Background signal

Figure 5.6: Histogram of a background image of the Raspberry Pi camera. To obtain
the histogram, the number of pixels for every value of the unprocessed raw 10 bit
signal of the camera chip is counted and plotted. To characterize the readout noise, a
Gaussian is �tted to the data which gives an o�set of 64.8 with a standard deviation
of 0.7.

5.1.3 Data preparation

In the preceding subsection, we presented the way of taking raw images.
Now, the tools to process and to evaluate them, in order to extract the im-
portant information, are necessary. For this purpose, the following steps and
methods have to be considered:

� Subtraction of a background image

� RGB calibration

� Calculation of the centre of the pro�le in the xy-plane

� Increase of the signal-to-noise ratio by merging two datasets with dif-
ferent intensities

When the signal of the pixels on the chip is read and converted to digi-
tal data, a constant o�set is added to avoid negative values. To take care of
this arti�cial background, we take an image with the light source blocked,
and subtract this background image from every measured image21. The his- 21 Additionally other

sources of noise are
taken care of by
doing this, e. g.
�xed-pattern noise.

togram of such an image with the raw 10-bit data is shown in Figure 5.6. A
Gaussian �t to the data yields an o�set of 64.8 with a standard deviation of
0.7. The latter is a measure of the readout noise of our camera.

The next step is the RGB calibration mentioned and explained in Sec-
tion 5.1.2.2. The calibration factors are simply multiplied with the data.

The uncertainties of the data have two main contributions: Shot noise and
readout noise, whereas the former dominates at high intensities. Shot noise
has a Poissonian distribution due to its origin in the discrete nature of the
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photons. Therefore its contribution for every pixel i is given as ∆Isn,i =
√
Ii ,

where Ii denotes the calibrated signal of pixel i with subtracted background.

5.1.3.1 Calculation of the centre of a radial pro�le

When measuring a scan along the z axis through the focus, the radial pro�le
moves slightly on the camera. This e�ect is taken care of, by calculating a
measure of the centre of the pro�le and centring every image with respect
to this point.

For light spots with a Gaussian distribution or with a intensity maximum
at the centre, this calculation is straightforward. However, the radial pro�le
takes non-trivial distributions at regions further away from the focus (see
Section 4.4), such that a more general algorithm is necessary.

The most simple solution is a centre-of-mass algorithm: The weighted
mean value of the coordinate grid is calculated, with the intensities as the
weights, at each data point. It turned out that the performance with low
maximum intensity is improved, when additionally a threshold is introduced.
E. g. half the maximum intensity of the evaluated image is used as a thresh-
old, and all data points below that are set to zero. Then, only the remaining
non-zero data contributes to the weighted average.

This simple algorithm turned out to be very robust and precise. A further
improvement with sub-pixel precision is achieved, by up-sampling the data
as an additional step. I. e. each pixel is split into sub-pixels to increase the
resolution of the data arti�cially.

The laser beam has shown to exhibit an astigmatism at the focus (see Ap-
pendix C), which results in the radial pro�les not being radially symmetric,
as it would be ideally the case. Therefore, the algorithm cannot produce very
accurate results along the whole z axis, especially for spots without an in-
tense maximum at the centre. But undoubtedly there is no simple alternative,
without implementing more elaborate pattern recognition algorithms.

5.1.3.2 Improvement of the signal-to-noise ratio of a pro�le scan

When doing a scan, the power of the laser light has been chosen, such that
most of the 10 bit range of the chip is used at the most bright spot, but still be-
ing well below the maximum value of 1024, to avoid saturation. The pro�le
of the focussed beam along the z axis consists of an intense maximum at the
focus and small features, such as fringes, at the outer regions—depending on
the beam truncation.

As a consequence, the data points at the outer regions have very low inten-
sity, and hence a small signal-to-noise ratio. To improve the latter, for each
scan an additional second dataset with approximately 10 dB more power has
been taken, which is be saturated at the focus, but that yields much better
data for the small features of the pro�le.

The two datasets are merged by normalizing the data: The whole data in
the evaluated image section is summed up to obtain a measure of the total
intensity, with which each pixel is then divided. Furthermore, the data is
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multiplied by the total number of pixels to obtain values that are comparable,
independently of the size of the chosen image section, and to avoid very
small numbers. Additionally, the normalization cancels �uctuations in the
power of the laser light.

5.1.4 The e�ect of the �nite pixel size

To extract the important information from the prepared data, several �ts
have to be carried out. The most common routine is a �t with a Gaussian
function in the radial plane, to get the waist of the focus. This is done under
the assumption, that this model describes the pro�le of the light. To do this,
a general two-dimensional Gaussian function is used:

f (x ,y) = A exp
(
α (x − x0)2 +γ (y −y0)2 (5.2)
− 2β (x − x0)(y −y0)

)
+ c , with

α = 2
cos2 θ
σ 2
x
+ 2

sin2 θ
σ 2
y

,

β = −sin(2θ )
σ 2
x
+
sin(2θ )
σ 2
y

,

γ = 2
sin2 θ
σ 2
x
+ 2

cos2 θ
σ 2
y

,

where σx ,σy denote the two beam waists, (x0,y0) the position of the centre,
A the amplitude, c a constant o�set, and θ the angle between the main axes
of the Gaussian and the data grid axes. The code of its implementation can
be seen in Listing D.3.

We image the beam pro�le with the camera, which has a waist of com-
parably the same size of a pixel (without truncation). When imaging such
small structures, one has to consider the comparably large size of the pixels
and the technical design of each pixel. For simplicity, we assume that all
photons impinging on a pixel are collected by the detector at the centre of
the pixel22. Therefore, the spatial information of the light over the whole 22 In reality not all of

them can be collected,
depending on the
technical realisation
of the detector, that is
not known for the
used CMOS chip.

area of the pixel is reduced to just the position of the pixel. To take this into
account, a modi�ed function f̃ (x ,y) is �tted to the measured data, instead
of the ordinary Gaussian distribution (5.2). This function does the following:
The two-dimensional coordinate grid (x ,y), i. e. the input of the function
with the same resolution of the data to �t, is �rstly sampled up by a factor k
(e. g. 15), and then the �tting function (5.2) is applied on this up-scaled array.
The hereby obtained data has k-times the resolution of the actual data to be
�tted. In the next step, it is down-sampled again by dividing it into bins of
size k and then summing up all data points in every bin, yielding the inci-
dental resolution of the data to �t. This procedure mimics the behaviour of
the camera chip.

To compare the two models, a measured image of the radial beam pro�le
(without truncation) near the focal plane has been �tted with both (see Fig-
ure 5.7). Apparently, both models produce almost identical �ts to the data (in
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Figure 5.7: Comparison of the advanced �tting procedure with an ordinary Gaussian
function by �tting the radial beam pro�le near the focus. Top: The image of the two-
dimensional radial pro�le of the untruncated focussed beam near the focal plane,
processed as explained in Section 5.1.3. Bottom: The image shows a cut through
the x-axis of the experimentally measured radial pro�le (red rectangles). The data
has been �tted with both models. Both lead to almost identical �ts (hence both
are represented by the grey diamonds, as they are not distinguishable). However,
they yield di�erent beam widths: wx = (1.41 ± 0.01) µm,wy = (1.30 ± 0.01) µm the
ordinary Gaussian and wx = (1.25 ± 0.01) µm,wy = (1.12 ± 0.01) µm the advanced
model. A measurement with a microscope objective and a CMOS camera, such that
the �nite pixel size plays almost no role, gave a width of ∼1.2 µm (see Appendix C).
Hence, the advanced model gives a width, that is nearer to the measured value,
where the pixel e�ect is negligible.
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Figure 5.7, bottom, they are both represented by the grey diamonds). How-
ever, the beam widths obtained from both models di�er signi�cantly: the
ordinary Gaussian gives wx = (1.41 ± 0.01) µm,wy = (1.30 ± 0.01) µm and
the advanced �t yields wx = (1.25 ± 0.01) µm,wy = (1.12 ± 0.01) µm. The
widths in the two radial axes di�er, due to an astigmatism, as explained in
Appendix C. The beam waist has also bean measured using a microscope
objective with a magni�cation M = 69 ± 6, such that the e�ect of the �nite
pixel size becomes negligible. This measurement gave a waist of ∼1.2 µm
(see Appendix C). The comparison with this value shows, that the advanced
�t model yields a beam waist that is nearer to the more trustable value ob-
tained using a microscope objective.

A code example with a general model23 is given in Listing D.4. 23 I. e. a model that
can be used for �tting
functions other than
the Gaussian as well.5.2 results and comparison with the theory

In the last chapter, we discussed the method to modify the trap by truncating
the incident Gaussian beam. As we want to study 1D physics, the microtrap
needs to have a large aspect ratio η (see Chapter 2). However, we also want
to know its actual shape, emerging from the di�raction due to the clipping.
How strongly deviates the potential from a harmonic one? And how well can
the theory describe the microtrap after clipping? To clear these questions,
the intensity distribution around the focus has been measured for a set of
aperture radii, with the methods and tools discussed in the preceding section.
These results will be presented in the following.

The limiting cases of the aperture radius are 0.5mm and 12.5mm, for fully
closed and fully opened aperture, respectively. The latter corresponds to the
case without truncation, because the entrance aperture radius of the objec-
tive rin = 12.2mm is smaller. In total, the measurement has been carried out
for the values 0.5, 1.2, 2.5, 4.0, 6.5, and 12.5mm.

Cuts of the selected measured pro�les in the zx plane are shown in Fig-
ure 5.8. Appendix A contains all measured pro�les. Qualitatively, the fea-
tures of the pro�les for smaller truncation ratios α = a/w0 clearly resemble
those of the simulation, as discussed in Section 4.3.3: Around the main max-
imum at the focus, side maxima emerge on the axial, on the radial, and on
the diagonal axes in the zx-plane. The smaller the truncation ratio is, the
more pronounced these become. An emerging asymmetry along the axial
axis with decreasing aperture radius can also be clearly seen. This becomes
even more obvious in logarithmic plots of the zx pro�les, as can be seen in
Figure 5.9. All pro�les in logarithmic scales are shown in Appendix A.

By �tting both pro�les—in axial and radial direction—we will now study
the shapes quantitatively

5.2.1 Aspect ratios

As our aim is to increase aspect ratio of the trap in a controlled way by clip-
ping the incident beam, we are interested in its dependence on the trunca-
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Figure 5.8: Comparison of measured two-dimensional cuts of the beam pro�les for
a = 0.5, 2.5, and 6.5mm (from top to bottom). The pro�les show, how the size of
the pro�le increases quickly with decreasing truncation ratio. Furthermore, the
emergence of di�raction patterns and of an asymmetry along z is apparent. Please
note the di�erent z and x ranges. All measured pro�les are shown in Appendix A.
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Figure 5.9: Measured two-dimensional cut of the beam pro�le for a = 0.5mm (log-
arithmic). The emergence of di�raction patterns and of an asymmetry along z is
more obvious, if the zx pro�le is plotted logarithmically (bottom), in comparison
with the linear scaling (top). Please note the di�erent z and x ranges. All logarith-
mic pro�les are shown in Appendix A.
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Table 5.3: Measured waists and aspect ratios of the beam pro�les. The waistswx and
wy of the two radial axes are listed for each measurement with di�erent aperture
radius a along with the obtained aspect ratios η.

a [mm] η [1] wx [µm] wy [µm]

0.5 113 ± 6 16.65 ± 0.03 15.01 ± 0.03
1.2 57 ± 4 8.059 ± 0.018 8.197 ± 0.018
2.5 28 ± 3 3.794 ± 0.010 3.670 ± 0.010
4.0 16.4 ± 1.2 2.414 ± 0.008 2.510 ± 0.008
6.5 9.6 ± 0.7 1.443 ± 0.005 1.714 ± 0.005
12.5 5.5 ± 0.3 1.253 ± 0.007 1.120 ± 0.007

tion. The aspect ratios are obtained by doing quadratic �ts of the radial and
axial pro�les. However, to also measure the asymmetry quantitatively, i. e.
the deviation from a harmonic shape, we �t with a polynomial up to fourth
order. This corresponds to a Taylor expansion up to fourth order around the
maximum24:24 At the maximum,

the �rst derivative
vanishes and hence

the �rst order term is
not needed.

f (x) = k2 (x − x0)2 + k3 (x − x0)3 + k4 (x − x0)4 + c , (5.3)

where x0 denotes the position of the maximum (i. e. the focus), k2,k3,k4 the
coe�cients of the respective orders, and c a constant o�set. The aspect ratio
is then given by η2 = k2,⊥/k2,‖ , similarly to Section 4.4.1.

To get the image for every scan, that is nearest to the focal plane, for the
radial �t, the radial pro�les on the images around the axial maximum were
�tted with a Gaussian for every measurement. The image with the most cir-
cular Gaussian is then assumed to be nearest to the focal plane and is used
for the radial polynomial �ts. 5.10 shows the axial pro�les of selected mea-
surements together with the �tted quartic polynomials. The axial pro�les of
all measurements are shown in Appendix A. The obtained aspect ratios and
the waists are listed in Table 5.3. The former are also plotted in Figure 5.11
as a function of the aperture radius.

Unfortunately, the results of the measurement with fully opened aperture,
a = 12.5mm, has to be handled with care: The brightest pixel of two images
at the focus was slightly saturated. However, the resulting deviation is most
likely within the uncertainty of these points.

5.2.2 Measured anharmonicities

As presented previously, the pro�les have been �tted with a quartic polyno-
mial, in order to get the correction terms to the harmonic potential. When
treating the two particles in the trap theoretically, in Chapter 2, we assumed
a harmonic potential. This resulted in evenly spaced energy levels, axially
and radially. However, if the potential has higher order contributions, the
energy spacing will decrease with higher excitations. Additionally, the wave
functions will change as well, and with these also the quasi-particle residue.
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Figure 5.10: Measured axial beam pro�les with quartic �t for a = 0.5, 2.5, and 6.5mm
(from top to bottom). The axial pro�les have been �tted with quartic polynomials,
to get the harmonic approximation and higher order corrections. The shaded area
marks the �rst dataset with lower intensity. Please note the di�erent z ranges. All
axial pro�les are shown in Appendix A.
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Figure 5.11: Measured aspect ratios of the focussed truncated beam as a function of the
aperture radius. It can be clearly seen, that the aspect ratio of the trap increases very
rapidly, when the radius drops below the beam waistw0 (red rectangles). The results
of the approximate theory of Section 4.4 and a data point of the exact simulation
(blue diamond) are plotted for comparison as well (grey circles). Astonishingly, the
theoretical values matches very well with the measurements for radii below the
beam waist. Beam waist w0 and entrance aperture of the objective rin are marked
as vertical dotted lines.

Therefore, it is crucial to know the precise shape of the potential, because
we will �nally do high-precision measurements with our experiment. The
calculated coe�cients according to (5.3) of the respective trap pro�les are
listed in Table 5.4 for the axial �ts and in Table 5.5 for the radial �ts. These
results can be used, to eventually calculate perturbative corrections to the
energies and the wave functions of the harmonic predictions.

Table 5.4: Results of the quartic �t of the measured axial pro�les. The quantities k2,
k3, and k4 correspond to the coe�cients of the di�erent orders in (5.3) and a is the
aperture radius.

a [mm] k2,‖ [µm−2] k3,‖ [µm−3] k4,‖ [µm−4]

0.5 2.37 ± 0.13 × 10−5 9.3 ± 1.8 × 10−9 9.8 ± 8.1 × 10−13
1.2 5.04 ± 0.43 × 10−4 6.0 ± 6.4 × 10−8 1.04 ± 0.41 × 10−9
2.5 4.97 ± 0.68 × 10−2 2.4 ± 2.3 × 10−5 2.01 ± 0.81 × 10−6
4.0 4.13 ± 0.59 × 10−1 1.38 ± 0.70 × 10−3 9.9 ± 4.5 × 10−5
6.5 8.1 ± 1.1 1.35 ± 0.56 × 10−1 1.52 ± 0.98 × 10−2
12.5 7.88 ± 0.72 3.2 ± 2.0 × 10−1 2.3 ± 1.8 × 10−2
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Table 5.5: Results of the quartic �t of the measured radial pro�les. The quantities k2,
k3, and k4 correspond to the coe�cients of the di�erent orders in (5.3) and a is the
aperture radius. For the values without uncertainties, the �ts did not yield these,
due to the small number of data points compared to the number of �t parameters.

a [mm] k2,⊥ [µm−2] k3,⊥ [µm−3] k4,⊥ [µm−4]

0.5 2.99 ± 0.25 × 10−1 1.58 ± 0.73 × 10−3 4.8 ± 1.6 × 10−4
1.2 1.64 ± 0.16 6.2 ± 7.0 × 10−3 1.06 ± 0.32 × 10−2
2.5 3.79 ± 0.73 × 101 4.7 ± 3.4 × 10−1 1.45 ± 0.55
4.0 1.11 × 102 1.8 8.94
6.5 7.52 × 102 2.0 1.14 × 102
12.5 2.37 × 102 5.0 × 10−1 3.65 × 101

5.2.3 Comparison between simulation and measurement

Finally, we want to know, how well the theoretical predictions of the mi-
crotrap potential match the experimental measurements. Firstly, we will
compare the resulting intensity pro�les of theory and experiment.

For an aperture radius a = 1.2mm25 the simulation, as explained in Sec- 25 This radius has
been chosen, as it is
still feasible with the
simulation and as it
has been measured.

tion 4.3, has been carried out. The exact distance between aperture and lens
plane d1, that is necessary for the simulation, is not easily obtained. The
reason is the objective: The simulation assumes for simplicity a thin lens
with well de�ned plane, yet the objective is a complex lens system with
more optical components to which an e�ective focal length can be assigned.
Furthermore, it is not clear what impact the interplay of the various opti-
cal components has on the resulting pro�le. Thus, the distance has been
roughly estimated and set to d1 = 120mm. The simulation has also been
done for the values 100 and 150mm, but the di�erence with respect to the
main peak was rather negligible and none of the pro�les could reproduce the
experimentally measured smaller peaks, as will be discussed momentarily.

The resulting axial and radial pro�le is shown in Figure 5.12 (blue circles),
together with the pro�les of the measurement (red rectangles). Additionally,
the resulting pro�le of the approximate theoretical model (see Section 4.4) is
plotted as well (solid grey line), although it uses the paraxial approximation
and assumes the aperture to be in the lens plane (i. e. d1 = 0). Even though
the theory for the simulation is quite simple and considered only as a rough
estimate, its resulting pro�le matches astonishingly well the experimental
measurement within the uncertainties. Especially the symmetry of the main
peak of the axial pro�le is predicted well. The approximate theory model
fails to reproduce this feature of the pro�le. This is not surprising, as it is
only valid for d1 = 0, which is clearly not the case. The small features of the
di�raction fringes at the sides cannot be fully reproduced by the theory, but
in the end these details do not matter for the physics in the trap.

Last but not least, we want to compare the aspect ratios of theory and
experiment. As already explained in Section 4.3.3, we could carry out the
simulation—with usable results—only for aperture radii smaller than 3mm,
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Figure 5.12: Comparison of the axial and radial pro�le between experimental mea-
surement and theory. The experimentally measured pro�les (red rectangles) along
axial axis (top) and radial axis (bottom) are compared for a = 1.2mm with the re-
sults of a simulation with the same parameters and a distance between aperture
and lens d1 = 120mm (blue circles). Additionally, the theoretical prediction of the
approximate theory, as discussed in Section 4.4 is plotted as a grey line. Consider-
ing the simplifying assumptions of the theory, the results match the actual pro�le
astonishingly well. However, the simpli�ed theory model cannot reproduce the
symmetry of the pro�le as it assumes d1 = 0.
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such that the interesting region is not fully reachable. Thus, we will only
compare the experimental values with the results of the approximate theo-
retical model of Section 4.4, even though it cannot fully reproduce the actual
symmetry of the pro�le, as discussed previously. The aspect ratios of both,
measurements (red rectangles) and calculations (grey circles), are plotted in
Figure 5.11. Surprisingly, the results of the theory match very well with those
of the experiment within the uncertainties. It seems, that both deviate for
radii larger than the beam waist w0, which could be explained by the break-
down of the paraxial approximation. However, there are to few data points
to draw reliable conclusions, especially because the experimental results for
a = 12.5mm have to be taken with care.

In total, the measurements yield interesting and satisfactory results for
our method to change the aspect ratio of the trap in a controlled way. Fur-
thermore, the theory can describe the shape and the properties of the trap
depending on the truncation ratio of the incident beam very well, despite its
simplicity. If the exact shape of the potential is not completely important,
the approximate model gives very good estimates of the shape and parame-
ters of the trap. This knowledge is very valuable, as this model allows to just
write down the full three-dimensional pro�le with an analytical expression.

And for future experiments to study few-body physics in the quasi-one-
dimensional regime, this method can be used, to dynamically increase the
aspect ratio of the microtrap.





6
C O N C L U S I O N A N D O U T L O O K

We want to study one-dimensional physics on few-Fermion systems with
our experiment—especially the emergence of the Anderson orthogonality
catastrophe. It allows to deterministically prepare few Fermions in a tight
optical dipole trap with high �delity. However, this trap has a waist of 1.2 µm
and thus only an aspect ratio of �ve. In order to remain in the one-dimen-
sional limit, we have to increase the aspect ratio of the trap.

In this thesis, we presented a method to achieve this, with minor changes
to the existing setup: An aperture truncates the Gaussian laser beam, that
creates the optical trapping potential, leading to a larger beam at the focus
and increasing thereby the aspect ratio. We have studied in detail, how this
truncation of the beam a�ects the properties and the shape of the trap with
both, theoretical calculations and experimental measurements of the beam
pro�le.

We have shown, that this method allows to increase the aspect ratio of the
trap in a controlled way. Yet, for small truncation ratios di�raction patterns
and an asymmetry along the axial direction emerge. The theoretical calcu-
lations showed, that the latter arises, when the aperture is placed outside
the focal plane of the objective. The shape of the axial pro�le determines
the physics of the system, therefore, the resulting anharmonicities due to
an asymmetry will change the wave functions and lead to non-equidistant
energy levels in the trap. Due to the size of the objective (∼120mm, focal
length ∼20mm), the aperture cannot be placed in the focal plane, such that
the distance between these two components has to be as small as possible.

Furthermore, the theory has proven to match the experimental measure-
ments well, despite its simplicity. Even for the approximate theoretical model
by [Hor+03], which uses the paraxial approximation and assumes the aper-
ture to be in the lens plane, we observed agreement in the rough shape of
the potential and in the aspect ratios. An advantage of this model is, that
it gives an analytic expression of the three-dimensional pro�le around the
focus, enabling us to do quick estimates.

In conclusion, we can use this method to change the aspect ratio of the
trap and study 1D physics. The limit of this method will be the power loss
due to truncation. It lowers the trap depth, leading �nally to a strong reduc-
tion of the trapping frequencies.

The next step is to mount the truncation setup into the real experiment.
There, the trap frequencies can be directly measured by preparing particles
in the trap and applying trapmodulation spectroscopy [e. g., Wen13], and com-
pared with the results of the characterization of the potential shape. This
method allows also to measure the energy di�erences between higher ex-
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cited states, which will decrease with higher excitations due to the anhar-
monicity of the potential.

As mentioned earlier, the power loss due to truncation leads to decreased
trapping frequencies, and the total power of the laser beam cannot be in-
creased arbitrarily to compensate this e�ect. As a consequence, it is not
sensible to increase the aspect ratio to very high values, because the result-
ing small trap frequencies will reduce the precision of our measurements
drastically.

Furthermore, the dynamical change of the aspect ratio, by suing the servo
motor, has to be implemented in the experimental sequence. The aperture
radius can be changed on a timescale of several hundred milliseconds from
open to closed aperture with an Arduino microcontroller. However, it is not
clear yet, whether this will allow us to achieve an equally good preparation
�delity for a dynamically changed trap.

In the end, we want an aspect ratio between 10 and 20. This will allow
us to study, whether the quasi-particle residue approaches zero for an in-
creasing number of majority particles in the system, which would show the
emergence of the Anderson orthogonality catastrophe.



A
E X P E R I M E N TA L LY M E A S U R E D P R O F I L E S O F T H E
M I C R O T R A P

In this appendix all experimentally measured pro�les can be found, as pre-
sented in Section 5.2. The two-dimensional pro�les in the zx-plane are shown
in Figures Figure A.1 and Figure A.2. The same pro�les in logarithmic scale
are plotted in Figures Figure A.3 and Figure A.4. And �nally the axial pro�les
along with the quartic �ts are shown in Figures Figure A.5 and Figure A.6.

In the following, a denotes the radisu of the aperture, truncating the in-
cident beam of waist w0 = 9.95mm, and α = a/w0 the truncation ratio.
The axial axis z corresponds to the propagation axis of the light beam, and
negative values of z point toward the objective.
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Figure A.1: Measured two-dimensional cuts of the beam pro�les for a = 0.5, 1.2 and
2.5mm (from top to bottom). Please note the di�erent z and x ranges.
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Figure A.2: Measured two-dimensional cuts of the beam pro�les for a = 4.0, 6.5 and
12.5mm (from top to bottom). Please note the di�erent z and x ranges.
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Figure A.3: Measured two-dimensional cuts of the beam pro�les for a = 0.5, 1.2 and
2.5mm (from top to bottom, logarithmic scaling). Please note the di�erent z and x

ranges.
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Figure A.4: Measured two-dimensional cuts of the beam pro�les for a = 4.0, 6.5 and
12.5mm (from top to bottom, logarithmic scaling). Please note the di�erent z and x

ranges.
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Figure A.5: Measured axial beam pro�les with quartic �t for a = 0.5, 1.2 and 2.5mm
(from top to bottom). The axial pro�le has been �tted with quartic polynomial to get
the harmonic approximation and higher order corrections. The shaded area marks
the �rst dataset with lower intensity. Please note the di�erent z ranges.
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Figure A.6: Measured axial beam pro�les with quartic �t for a = 4.0, 6.5 and 12.5mm
(from top to bottom). The axial pro�le has been �tted with quartic polynomial to get
the harmonic approximation and higher order corrections. The shaded area marks
the �rst dataset with lower intensity. Please note the di�erent z ranges.





B
A P E R T U R E M O U N T

As explained in Section 5.1.1, an aperture mount has been designed, in order
to stably change the aperture radius, and thus the aspect ratio during the
experimental sequence.

b.1 sketches of the designed parts

In total three additional pieces had to be designed and manufactured. Here
you can �nd the sketches (true to scale) of these three pieces. The ring with
the end stops of the gears is sketched in Figure B.1. Figure B.2 shows the
sketch of the servo mount, and Figure B.3 shows that of the post adapter.

Figure B.1: Sketch of ring with the end stops for the aperture mount.
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Figure B.2: Sketch of servo motor mount for the aperture mount.



B.1 sketches of the designed parts 67

Figure B.3: Sketch of the post adapter for the aperture mount.
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b.2 aperture radii

Every hole for an endpoint corresponds to a di�erent aperture radius. In the
following table, the radii for all holes are listed.

Table B.1: Correspondence between endpoint holes of the mount and aperture radii for
the �rst starting point hole. The starting point stays �xed for all di�erent endpoint
holes. The holes are counted from the end of the mount on the right side.

Hole number a [mm]

– 0.50 ± 0.05 Closed aperture
3 1.20 ± 0.05
4 2.50 ± 0.05
5 4.00 ± 0.05
6 5.10 ± 0.05
7 6.50 ± 0.05
8 7.60 ± 0.05
9 8.85 ± 0.05
10 10.10 ± 0.05
11 11.40 ± 0.05
12 12.50 ± 0.05 Open aperture





C
B E A M Q UA L I T Y : A S T I G M AT I S M

The high-resolution objective creating the microtrap has to be very precisely
aligned with respect to the window of the vacuum chamber and to the inci-
dent light. As reference, we use the axis orthogonal to the window. It has
been shown, that the objective performs best, when its axis is tilted by a
speci�c angle with respect to the reference axis, and when the incident light
beam is orthogonal to the window. At this optimal alignment, the aberra-
tions on the beam at the focus are minimized. Nevertheless, an observed
astigmatism could not be eliminated or even altered by varying these de-
grees of freedom. The result is the following: The focussed light beam has
two di�erent foci in the two radial axes. I. e. the radial pro�le has an ellip-
tical form, and becomes circular at an e�ective focus between the two real
foci of the two axes.

We have analysed the astigmatism, by taking images of the radial pro�le
at di�erent axial positions around the focus, and �tting them with a two-
dimensional Gaussian according to (5.2). The images were taken using a
microscope objective with a magni�cation of M = 69 ± 6 (Melles Griot, r =
(0.92 ± 0.10) µm at 1064 nm [Ber13, p. 39]) and a CMOS camera (Guppy Pro F-
031B, 5.6 µm pixel size). The obtained beam width of the two axes is plotted
in Figure C.1 on the axial position. The results clearly show, that the foci of
the two axes are apart by roughly 5 to 6 µm. Furthermore, we observe an
e�ective beam waist of approximately 1.2 µm.
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Figure C.1: The beam width of the two radial axes depending on the axial position,
demonstrating the astigmatism of the beam at the focus. An astigmatism between
5 to 6 µm and an e�ective beam waist of 1.2 µm are apparent. The images are taken
with a microscope objective. The solid lines are guides to the eye.



D
P Y T H O N C O D E S N I P P E T S

In this appendix, minimal Python code examples of the following applica-
tions are listed:

� Image capture with the Raspberry Pi camera (Section 5.1.2.3)

� Raw data extraction from a captured image (Section 5.1.2.3)

� General two-dimensional Gaussian function with angle (Section 5.1.4)

� Fitting function with implemented binning (Section 5.1.4)

Listing D.1: Minimal Python code for an image capture with the Raspberry Pi camera.
A JPEG image including the raw Bayer data is captured with �xed exposure and gain
settings and saved into a �le.

1 #!/usr/bin/python3

2 # this script assumes the use of the RPi camera module version 2

3

4 import picamera as pic

5

6 with pic.PiCamera() as camera:

7 # set full resolution

8 camera.resolution = (3280, 2464)

9 camera.exposure_mode = ’ off ’
10 # fix settings

11 camera.framerate = 20

12 camera.awb_mode = ’ off ’
13 camera.awb_gains = 1.

14 camera.shutter_speed = 50000

15 # capture image and save it

16 camera.capture( ’ /home/ pi /camera/ single /camera . jpg ’, ’ jpeg ’, bayer

=True)

Listing D.2: Minimal Python code to extract the raw data from a captured image.

1 #!/usr/bin/python3

2 # this script assumes the use of the RPi camera module version 2

3

4 import numpy as np

5

6

7 # get filename

8 filename = ’ /path/ to /image/ f i l e . jpg ’
9

10 # filename of the file to save the data

11 filename_data = filename[:-4] + ’ .npy’
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12

13 # open file into Byte Stream

14 stream = open(f, ’ rb ’)
15

16 # Extract the raw Bayer data from the end of the stream, check the

17 # header and strip if off before converting the data into a numpy

array

18 data = stream.read()[-10270208:]

19 assert data[:4] == b ’BRCM’
20 data = data[2**15:]

21 data = np.fromstring(data, dtype=np.uint8)

22

23 # The data consists of 1952 rows of 3264 bytes of data. The last 8

rows

24 # of data are unused (they only exist because the actual resolution

of

25 # 1944 rows is rounded up to the nearest 16). Likewise, the last 24

26 # bytes of each row are unused (why?). Here we reshape the data and

27 # strip off the unused bytes

28 data = data.reshape((2480, 4128))[:2464, :4100]

29

30 # Horizontally, each row consists of 2592 10-bit values. Every four

31 # bytes are the high 8-bits of four values, and the 5th byte contains

32 # the packed low 2-bits of the preceding four values. In other words,

33 # the bits of the values A, B, C, D and arranged like so:

34 #

35 # byte 1 byte 2 byte 3 byte 4 byte 5

36 # AAAAAAAA BBBBBBBB CCCCCCCC DDDDDDDD AABBCCDD

37 #

38 # Here, we convert our data into a 16-bit array, shift all values

left

39 # by 2-bits and unpack the low-order bits from every 5th byte in each

40 # row, then remove the columns containing the packed bits

41 data = data.astype(np.uint16) << 2

42 for byte in range(4):

43 data[:, byte::5] |= ((data[:, 4::5] >> ((4 - byte) * 2)) & 0b11)

44 data = np.delete(data, np.s_[4::5], 1)

45

46 # save data to file

47 np.save(filename_data, data)

Listing D.3: Python code for a general two-dimensional Gaussian function with
angle between its main axes and the data grid axes.

1 #!/usr/bin/python3

2

3 import numpy as np

4

5 # Gauss function in 2D

6 def fct_gaussian_2d(r, x0, y0, sigma_x, sigma_y, amplitude, angle,

offset):

7 """Create a Gaussian profile in 2D.



python code snippets 75

8

9 The Gaussian has two separate beam waist

10 in the two axes and allows an arbitrary angle of the axes to the

axes of

11 the coordinate data.

12

13 Parameters

14 ----------

15 r : ndarray

16 Meshgrid of the x and y coordinate arrays.

17 x0 : float

18 x centre of the Gaussian.

19 y0 : float

20 y centre of the Gaussian.

21 sigma_x : float

22 Waist (1/e^2 width) of the Gaussian in the x axis.

23 sigma_y : float

24 Waist (1/e^2 width) of the Gaussian in the y axis.

25 amplitude : float

26 The amplitude of the Gaussian at the centre.

27 angle : float

28 The angle between one of the main axes of the Gaussian and

the axes of

29 the data grid.

30 offset : float

31 Constant overal offset.

32 """

33

34 # unpack coordinate arrays

35 x, y = r

36

37 # convert angle from degree to radians

38 angle_rad = np.deg2rad(angle)

39

40 # prefactor

41 factor = amplitude

42

43 # argument of the exponetial

44 a = 2. * np.cos(angle_rad)**2 / sigma_x**2 + \

45 2. * np.sin(angle_rad)**2 / sigma_y**2

46 b = - np.sin(2. * angle_rad) / sigma_x**2 + \

47 np.sin(2. * angle_rad) / sigma_y**2

48 c = 2. * np.sin(angle_rad)**2 / (sigma_x**2) + \

49 2. * np.cos(angle_rad)**2 / (sigma_y**2)

50

51 argument = a * (x - x0)**2 - 2*b * (x - x0) * (y - y0) + c * (y -

y0)**2

52

53 # whole expression

54 g = factor * np.exp(-argument) + offset

55 return g
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Listing D.4: Python code for a �tting function with binning. The function imple-
ments a binning procedure that up-scales the coordinate grid, evaluates the chosen
function and then down-samples the data to the original size. This model accounts
for the „pixelization“ of the data, due to the �nite pixel size of the camera chip.

1 #!/usr/bin/python3

2

3 import numpy as np

4

5 # Down-sampling a given data set

6 def sample_down(data, bin_size):

7 """Scale down a given data set by summing up all data in a bin

8 with defined size.

9

10 Parameters

11 ----------

12 data : ndarray

13 Two-dimensional data array to sample down.

14 bin_size : int

15 size of the bins to sum over.

16 """

17

18 # number of bins

19 num_bins = (

20 int(np.ceil(data.shape[0] / bin_size)),

21 int(np.ceil(data.shape[1] / bin_size)))

22

23 # split the input data into the bins

24 splitted_h = np.array(np.hsplit(data, num_bins[1]))

25 splitted = np.array(np.hsplit(splitted_h, num_bins[0]))

26

27 # sum up the bins

28 result = splitted.sum((2, 3))

29

30 return result

31

32 # 2D binned fitting function

33 def fct_binned_2d(r, bin_size, fct, *args):

34 """Create the profile of a function with binned data.

35

36 For a chosen function the data is sampled up with a given bin

size and

37 then all data points in the bin are summed up.

38

39 Parameters

40 ----------

41 r : ndarray

42 Meshgrid of the x and y coordinate arrays.

43 bin_size : int

44 Number of sub-points every data pointwill be sampled to.

45 fct : str

46 Function to use. Currently only ’gaussian’ for a Gaussian

47 profile is available.
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48 args : tuple

49 Arguments to pass to the function to create.

50 """

51

52 # available functions to bin

53 fct_available = [ ’gaussian ’]
54

55 # unpack coordinate arrays

56 x, y = r

57

58 # get coordinate params

59 x_lims = [x[0, 0], x[0, -1]]

60 y_lims = [y[0, 0], y[-1, 0]]

61 x_step = x[0, 1] - x[0, 0]

62 y_step = y[1, 0] - y[0, 0]

63 x_size = x.shape[1]

64 y_size = y.shape[0]

65

66 # resample coordinates

67 x_r, y_r = np.meshgrid(

68 np.linspace(

69 x_lims[0] - .5 * x_step,

70 x_lims[1] + .5 * x_step,

71 x_size * bin_size),

72 np.linspace(

73 y_lims[0] - .5 * y_step,

74 y_lims[1] + .5 * y_step,

75 y_size * bin_size),

76 sparse=True)

77

78 # create data

79 if fct == ’gaussian ’:
80 data = fct_gaussian_2d((x_r, y_r), *args)

81 else:

82 return False

83

84 return sample_down(data, bin_size)
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