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Abstract

Understanding the emergence of collective behaviour in strongly-interacting mesoscopic
systems has been a long-standing goal in nuclear, atomic and solid-state physics [1, 2, 3].
In our ultracold quantum gas experiment we investigate the excitation of a collective mode
in a few-Fermion system with very low entropy by means of atom-loss spectroscopy.

Observing spectroscopic signatures of collective modes requires the precise control of the
optical potential which can only be achieved through a novel aberration correction scheme.
For this purpose, we developed and implemented a refined version of phase shift interfero-
metry [4, 5] to measure wavefront aberrations directly on the atoms and compensate for
them using a spatial light modulator. Using this technique we are able to reconstruct
wavefront errors with a root-mean-square accuracy of σrms ≤ λ/13 and a precision of
σrms ≤ λ/25.

The aberration reduced setup enables us to observe the radial quadrupole mode in
a mesoscopic sample confined in an axisymmetric trap across the BEC-BCS crossover
between −0.5 < 1/(kFa) < 1.0. Towards the macroscopic limit we find significant devi-
ations from previous experimental studies [6] and theoretical models [7] indicating that
a beyond mean-field description is required, which entails the breakdown of the hydro-
dynamic theory. Starting in the few-body limit and deterministically adding particles to
our sample we witness the emergence of the quadrupole mode as a separation of a collective
branch from the confinement dominated excitation spectrum. Finally, we demonstrate the
coherence of the quadrupole mode by its excitation and subsequent controlled de-excitation
enabling insight into the rich quantum dynamics associated with collective behaviour.

Zusammenfassung

Das Verständnis der Emergenz kollektiven Verhaltens in stark wechselwirkenden meso-
skopischen Systemen ist ein langjähriges Bestreben in der Kern-, Atom- und Festkörper-
physik [1, 2, 3]. In unserem ultrakalten Quantengasexperiment untersuchen wir die An-
regung einer kollektiven Mode in einem Wenig-Fermionen-System mit geringer Entropie
mittels der Atomverlustspektroskopie.

Die Beobachtung von spektroskopischen Signaturen kollektiver Moden erfordert die
präzise Kontrolle des optischen Potenzials, die nur durch ein neuartiges Aberrationskor-
rekturverfahren erreicht werden kann. Zu diesem Zweck entwickelten und implementierten
wir eine angepasste Version der Phasenverschiebungsinterferometrie [4, 5], um Wellenfront-
fehler direkt mit Hilfe der Atome zu messen und sie mit einem räumlichen Lichtmodulator
zu kompensieren. Diese Technik ermöglicht es uns, Wellenfrontfehler mit einer mittleren
quadratischen Genauigkeit von σrms ≤ λ/13 und Präzision von σrms ≤ λ/25 zu rekonstru-
ieren.

Der aberrationsreduzierte Aufbau ermöglicht es uns, die radiale Quadrupolmode in einem
axisymmetrisch gefangenen, mesoskopischen System über den BEC-BCS-Übergang zwis-
chen −0.5 < 1/(kFa) < 1.0 zu messen. In Richtung des makroskopischen Limes finden
wir signifikante Abweichungen von früheren experimentellen Studien [6] und theoretischen
Modellen [7], die eine Beschreibung jenseits der Molekularfeldnäherung erfordern und den
Zusammenbruch der hydrodynamischen Theorie nach sich ziehen. Ausgehend vom Wenig-
Teilchen Limes und durch deterministische Hinzufügung von Teilchen zu unserem System
beobachten wir die Entstehung der Quadrupolmode als Abspaltung eines kollektiven Zweigs
aus dem, von der Falle dominierten, Anregungsspektrum. Schlussendlich demonstrieren wir
die Kohärenz der Quadrupolmode durch ihre Anregung und darauffolgende kontrollierte
Abregung, welche einen Einblick in die vielseitige Quantendynamik im Zusammenhang mit
kollektivem Verhalten ermöglicht.
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1 Introduction

1.1 Collective behaviour

Collective behaviour is certainly one of the most fascinating phenomena in nature and in
fact omnipresent in our everyday world. Flocks of birds swoop and swirl in unison in the
skies [8, 9, 10], crowds of pedestrians tend to synchronise during road crossings [11] and the
spontaneous ordering of spins leads to the cohesion of fridge magnets. In all of these ex-
amples, the driving factor and crucial ingredient for the appearance of ordering phenomena
and the subsequent emergence of common patterns are interactions [12]. Humanity’s quest
to understand collective behaviour as a manifestation of interwoven interactions has led
scientists of the past to reduce the complex dynamics to its fundamental building blocks.

In physics, the study of nature’s fundamental building blocks gave birth to microscopic
theories such as quantum mechanics and the standard model. While these microscopic
theories have been applied successfully to describe peculiar quantum phenomena on the
smallest scales and predict new particles [13], it was understood that collective behaviour is
not simply the manifestation of the individual constituents’ properties but rather emerges
[14] with new effective quantities entailing a macroscopic description.

One prominent example of such a macroscopic theory is hydrodynamics or more gener-
ally the concept of modelling complex dynamics in the framework of flowing fluids. Hy-
drodynamic theory is applied across a wide range of disciplines, from the aerodynamic
properties of aeroplanes [15], via the collision and merger of galaxies [16, 17, 18] to the
description of nuclear matter [19]. In fact, the Schrödinger equation itself, which lies at
the core of non-relativistic quantum mechanics, can be reformulated in a hydrodynamic
framework re-establishing a connection between the macroscopic and microscopic pictures.

The discovery that liquid helium exhibits resistance-free flow if cooled to below its critical
temperature is a prime example for a collective quantum behaviour, commonly referred
to as superfluidity, that can be described in the framework of quantum hydrodynamics.
Understanding its emergence as a consequence of a phase transition has triggered numerous
studies and led to its universal observation in many systems other than liquid helium. For
instance, atomic nuclei exhibit a spectrum reminiscent of a BCS superfluid [20] and also
Bose-Einstein condensates can feature superfluid behaviour [21].

Collective excitations are another striking phenomenon that emerges in interacting sys-
tems and can be found across different branches of physics, both in superfluid and non-
superfluid systems. Phonons in a crystal, plasmons in metals, or collective oscillations in
nuclei [22] are all examples for collective modes, whose universal appearance in different
interacting systems renders them an excellent probe for the study of collectiveness, re-
gardless of the exact system under investigation. Observing the emergence and properties
of a well-controlled collective mode constitutes the main goal of this thesis. While the
observation of collective modes in condensed matter or nuclear systems may be compar-
atively straight-forward, their controlled manipulation is far from trivial in these systems
due to imperfections or inaccessibility of degrees of freedom. Moreover, the exponential
scaling of the Hilbert space with the system size ultimately limits current quantum theor-
etical predictions and makes it computationally intractable as the number of constituents
is increased.

Fortunately, in the field of cold atoms significant experimental progress has been made in
the realisation of complex quantum many-body systems that act as toy models for a variety
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of phenomena.Ultracold quantum gas experiments close to absolute zero have proven to
be a versatile platform [23] to study novel collective phenomena of quantum many-body
systems such as spin ordering [24] or cooper pairing [25]. Their ability to freely tune the
interactions across a wide range in combination with the precise control of the potential
landscape and the Hamiltonian renders them excellent toy models to explore universal
phenomena much to Richard Feynman’s idea of quantum simulators [26]. Also collective
modes have been investigated intensively in ultracold quantum gas experiments mainly in
the context of elementary excitations of Bose-Einstein condensates [27, 28], where analo-
gies can be drawn to respective excitations in atomic nuclei [29]. Hydrodynamic theories
have been successfully applied to theoretically describe the experimental observations in
a mean-field and perturbative approach [30]. However, experimental results in strongly-
interacting Fermi gases [6, 31] have provoked the breakdown of this approach and motivated
further investigation of the underlying principles, as well as the study of the emergence
and disappearance of collectiveness.

1.2 Macroscopic, microscopic, mesoscopic

Collective behaviour is usually considered a macroscopic phenomenon, where the individual
constituents’ properties become irrelevant over the dominating dynamics of the entire sys-
tem. Removing a water molecule from a glass of water will not alter its macroscopic
quantities. But what if the glass of water only contained a few molecules? As absurd as
the question may seem for a glass of water containing ∼ 1025 molecules, atomic nuclei
only consist of comparatively few nucleons but are still commonly described in the frame-
work of hydrodynamics. [19] Obviously, macroscopic quantities loose their validity in the
microscopic limit of few particles, which are better described in a quantum mechanical
single-particle picture with mutual interactions. However, collective phenomena emerge in
the intermediate, mesoscopic, regime where the dynamics and wavelength is in the order
of the system size and changing the chemical potential by adding or removing a particle
might dramatically influence the system’s behaviour. Consequently, the mesoscopic re-
gime is characterised by a continuous competition of energy and length scales entailing
favourable shell configurations found in the periodic table or nuclear shell model.

Our experiment bridges the gap between the different regimes by allowing us to prepare
highly degenerate quantum systems containing as few as one up to a few hundred atoms.
Strong inter-particle interactions open the possibility to overcome the single-particle energy
gap and explore the influence of quantum confinement on collective behaviour. Further-
more, it permits the realisation of strongly correlated quantum states, which promise to
host novel phenomena.

1.3 Outline

The second chapter establishes the fundamental techniques required to prepare few-particle
quantum systems. Moreover, it is described how the Hamiltonian of the system can be
manipulated by shaping the optical potential and tuning the interactions via a Feshbach
resonance. The third chapter is dedicated to the reduction of experimental imperfections,
mainly in the form of optical aberrations. Particularly, we present and employ a refined
technique for the correction of optical aberrations, which alter the potential landscape and
discuss its limitations. After reducing the aberrations we report the observation of the
radial quadrupole mode and its emergence in a mesoscopic sample of ultracold 6Li atoms
in the fourth chapter and demonstrate the controlled manipulation of this collective mode.
The fifth and last chapter in this thesis is dedicated to the discussion of the results and
their classification in a broader context.
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2 Experimental platform

2.1 Preparing ultracold atoms - from many to few

Quantum effects usually arise when the deBroglie wavelength λ ∼ T−1/2 becomes compar-
able to and eventually exceeds the inter-particle spacing d ∼ n−1/3 of a system with tem-
perature T and density n. The observation and precise control of these delicate quantum
systems in a regime comparable to condensed matter or nuclear systems at significantly
higher densities and temperatures consequently requires the decoupling from its envir-
onment, which may otherwise alter the internal state of the ensemble. Trapped neutral
atoms have proven to be a superb platform as their interaction with stray electric and
magnetic fields are comparatively small allowing for long coherence times [32]. Avoiding
undesired interactions with the background gas raises the need for an ultra-high vacuum
setup, which ultimately imposes an inevitable condition on the required temperatures given
by the deBroglie wavelength. Due to the diluteness of the sample, the temperatures needed
to immerse into the quantum regime are in fact many orders of magnitude smaller than in
their much denser condensed matter counterparts. Reaching these nano Kelvin temperat-
ures has only been possible due to the introduction of laser and evaporative cooling, which
marked a necessary milestone to realise replicate systems with properties comparable to
condensed matter systems.

In our experiment we use the lightest alkali species, Lithium-6. Its fermionic inter-
particle exchange statistics and light mass allows for a comparison with electrons under
the right conditions and the pairing of constituents renders it capable of forming quasi-
bosonic ensembles as discussed in section 2.2.2. Moreover, it offers a simple hydrogen-like
electronic spectrum (see figure A.1) which facilitates the pathway to quantum degeneracy
via laser cooling. At magnetic fields of several hundred Gauss, its electronic and nuclear
spin decouple due to its small hyperfine interaction allowing for stable hyperfine mixtures.
Lithium’s properties, which are described in more detail in reference [33] and addressed
in section 2.2.2, hence makes it a well-suited species for studying collective behaviour in
quantum systems.

In our setup we utilise an all optical trapping scheme which allows the magnetic offset
field to be used as a tool to freely tune the interactions between atoms as described in
section 2.2.2. The combination of optical traps for trapping and cooling, magnetic fields for
the control of internal degrees and a ultra-high vacuum setup (p ∼ 10−11mbar) constitutes
the main experimental setup shown in figure 2.1.

2.1.1 Laser cooling

The Lithium-6 atoms evaporate from an oven when heated to a temperature 638K creating
a vapour of atoms ten orders of magnitude hotter than what is required for quantum
degeneracy.

Due to the atoms’ high thermal velocities, the atomic resonance frequency is Doppler
shifted with respect to the bare atomic resonance. A magnetic gradient field generated
by the Zeeman slower coils tunes them into resonance and photons from the counter-
propagating Zeeman beam can be absorbed transferring the momentum ∆p = h/λ carried
by each absorbed photon. Since spontaneous emission is isotropic the average momentum
transfer from the re-emission vanishes and the net transfer only occurs opposite to the
propagation direction of the atomic beam [34]. The decrease in average momentum results
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Figure 2.1: Experimental setup A combination of Ti sublimators and ion pumps en-
sures an ultra-high vacuum environment of p ∼ 10−11mbar. Lithium-6 atoms
evaporating from the oven are slowed in the Zeeman slower and captured and
cooled in the 3D-MOT (2.1.1). After establishing a degenerate Fermi gas us-
ing the optical dipole trap (ODT) (2.1.2), atoms are prepared in an optical
tweezer (2.1.3) where the experiments are performed using tailor-made optical
potentials (2.2.1). The magnetic field coils are used to tune the inter-particle
interactions via a Feshbach resonance (2.2.2). Atoms can either be detected
via a single atom imaging technique (2.3.2) through the high-NA objective or
counted in the µMOT (2.3.1).

in reduced kinetic energy. The smaller velocity of the gas allows a sufficiently large fraction
of the atoms to be captured in a magneto-optical trap (MOT) inside the main experimental
chamber.

Three mutually-orthogonal beams, which are retro-reflected at opposite sites of the ex-
perimental chamber and have opposite circular polarisation form an optical molasses. This
configuration generates a velocity dependent radiation pressure in intersection region of the
beams. An additional magnetic gradient field generated by two magnetic field coils in anti-
Helmholtz configuration is applied and introduces a position dependent restoring force due
to the Zeeman shift experienced by the atoms. In combination they allow the atomic va-
pour to be both cooled by a decrease of net momentum and trapped in the intersection
region.

Both the Zeeman and MOT beams are derived from the same tapered amplifier laser1

which is beat-offset locked to the Lithium D2 line at λ ≈ 671nm via modulation transfer
spectroscopy. Since the optical transitions in 6Li are not closed and the hyperfine splitting
of 228MHz of the F = 3/2 and F = 1/2 ground states is much larger than the linewidth
of Γ ≈ 2π × 5.9MHz [33], atoms can decay into the dark ground state, which raises the
necessity for a repumper laser in all beams. The repumper transition couples the F = 1/2
dark state back to the cooling transition between the 23S3/2 (F=3/2) and the 22P3/2

excited state and ensures an effective cooling of the atomic cloud down to the Doppler
limit, which imposes the lower limit of this technique caused by the random walk due
to the spontaneous emission. Since the Doppler limit at TDoppler = ℏΓ/(2kB) = 141µK is
more than two orders of magnitude larger than the temperatures required to reach quantum
degeneracy aa additional cooling technique is required.

1Toptica TA100 tapered amplifier at 671nm
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2.1.2 Evaporative cooling

After loading the MOT for two seconds the repumper is switched off before the cooler, thus
transferring the 107 atoms that have been trapped into the dark F = 1/2 ground state.
Afterwards the magnetic gradient is increased which compresses the MOT and atoms are
transferred into the crossed optical dipole trap (ODT) formed by a 100W laser beam2

operated at 1064nm in a non-interfering bow-tie configuration. The far red-detuned laser
beams generate a potential U given by the AC stark shift

U(r) = −
ℏω2

R(r)
4

(
1

ω0 − ωL
+

1

ω0 + ωL

)
= −ℏΓ2

8

I(r)
Isat

(
1

ω0 − ωL
+

1

ω0 + ωL

)
(2.1)

where ω0 is the atomic resonance frequency, ωL the frequency of the laser light and ωR

denotes the position dependent Rabi frequency characterising the strength of the atom-field
coupling [32]. In the right equation we expressed the potential in terms of the intensity
I(r) by introducing the saturation intensity Isat = ℏω3

0Γ/(12πc
2). In the case of red

detuning (ωL < ω0) atoms will be trapped in the intensity maximum at the centre of the
experimental chamber, where both arms of the crossed ODT overlap.

Ramping on the magnetic offset field splits the hyperfine states yielding a spin-imbalanced
mixture of states |1⟩ and |2⟩. After spin balance is achieved by a radio frequency pulse,
state |2⟩ is adiabatically transferred into state |3⟩ in a Landau-Zener passage. To cool the
remaining 106 atoms the optical potential is subsequently reduced allowing the highest
energetic constituents to escape the trap by means of evaporation. The removal of atoms
is aided by applying a magnetic field gradient of 40G/cm. In the presence of the magnetic
offset field of 740G the spin-up and spin-down atoms interact via collisions and the sample
consequently re-thermalises at a lower temperature. After the 200ms long evaporation
ramp the sample reaches a final temperature, which is slightly above the Fermi temperat-
ure TF and hence the sample is not yet in the degenerate regime. The remaining 105 atoms
in the balanced |1⟩ − |3⟩ mixture form a reservoir for all further experiments presented in
this thesis.

2.1.3 Deterministic preparation of number states

Studying the fundamental building blocks of quantum many-body systems and the emer-
gence of collective behaviour in the mesocopic limit requires a high degree of control of
the individual constituents’ quantum states. To deterministically prepare few-particle pure
quantum number states with high fidelity, we exploit a technique developed in our group
[35] to locally minimize the entropy and deterministically spill to a desired fermionic ground
state.

To achieve this we superimpose the ODT with a tighly focused far-detuned Gaussian
beam generating an optical tweezer as schematically depicted in figure 2.2a. With a
wavelength of 1064nm the tweezer acts as a far-detuned optical dipole trap but with a
much stronger confinement than the crossed ODT. This locally increases the chemical po-
tential without altering the temperature of the entire sample resulting in a high density
region. Due to the fermionic nature of 6Li, the atoms occupy the available states of the
Gaussian potential by each a spin-up (|1⟩)3 and a spin-down (|3⟩) atom achieving close to
unity filling of the lowest lying states in Gaussian potential. To avoid confusion we will
denote the number of atoms as N↑ +N↓ to account for the spin degree of freedom in the
notation. After the ODT is switched off, the tweezer is fully loaded with approximately
∼ 103 atoms with respective densities of 1015 atoms/cm3. The high density in the tweezer
and correspondingly high collision rates allow a second, much faster evaporative cooling

2The laser light is derived from a 200W Yb-doped fibre amplifier YLR-200-LP-WC from IPG Photonics.
3without loss of generality
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step in the tweezer by ramping down the optical trap depth in 40ms and thereby evapor-
ating the hottest atoms from the sample further increasing the phase space density. The
roughly 150 atoms per spin state after evaporation in the tweezer equilibrate far in the
degenerate regime where T ≪ TF . As the number of atoms is reduced the temperature
as a macroscopic quantity looses its validity and may be replaced by the particle num-
ber fluctuations ∆N and corresponding entropy per particle S/N . While in microscopic
systems the Von Neumann entropy S = −kBtr(ρ ln ρ) can be calculated straight from the
density matrix ρ, the latter is hard to extract in systems of larger size. [36] Since the fluc-
tuations of the atom number ∆N ≈ 5% of the ∼ 150 atom sample is comparable with the
microscopic system, the entropy can still be extrapolated from the small system yielding
S/N ≈ 0.1kB. [37] The low-entropy sample forms the starting point for the deterministic
preparation (Figure 2.2b) .

For low-lying states, the Gaussian potential is generally well approximated by a harmonic
oscillator potential with a trapping frequency ωr in the radial and ωz in the axial direction.
The Gaussian beam shape entails an aspect ratio of ωr/ωz ≈ 6 rendering the situation quasi
one-dimensional until the first radial level is filled for 6+6 atoms.

Figure 2.2: Deterministic preparation scheme (a) The crossed ODT acts as a reservoir
for the superimposed tweezer locally enhancing the chemical potential. (b)
Fully filled tweezer potential with one spin-up and one spin-down atom per
level represented by the red and blue circles. (c) Spilling of the tweezer by
simultaneously applying an axial gradient and lowering the spill depth. (d)
Fermionic ground state configuration in the Gaussian potential after the tweezer
has been restored. The figure is adapted from [38].

In order to prepare the desired number of atoms we apply an axial magnetic field gradient
of 25G/cm and simultaneously ramp down the optical power (Fig. 2.2c). Previously bound
states become unbound and are spilled out of the trap. Due to the tightness of the potential,
the spacing between quantum states becomes favourably large and allows us to precisely
tune the Fermi energy between two levels solely by changing the power of the Gaussian
beam. After a holding time of 40ms at the desired spill depth corresponding to a well-
defined atom number, the tweezer is ramped back up to a radial confinement of several
tens of kilohertz (Fig. 2.2d). This spilling procedure allows us to prepare the fermionic
ground state in a Gaussian potential with a well defined number of atoms which is forming
the starting point for our experiments.

For small atom numbers the discrete filling of energy levels of the potential can be
directly observed manifesting itself in the characteristic step-like behaviour shown in figure
2.3. As the spill depth is reduced the potential exhibits fewer bound states. Filled shell
configurations are realised for even number of atoms resembling the spectrum of the one-
dimensional harmonic oscillator which manifest themselves in a high detection probability.
Odd atom numbers are strongly suppressed due to the preparation of closed shell systems.
For filled levels the variance of the atom number decreases, whereas it is greater between
two steps. The imaging technique used to count the number of atoms is described in more
detail in section 2.3.1.
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Figure 2.3: Deterministic preparation of few Fermions The left plot shows the full
counting statistics for various spill depths and the interpolated mean atom
number ⟨N⟩ (white curve). The standard deviation is minimised for closed shell
configurations. The characteristic step-like behaviour emerges as the optical
trap depth is increased, which effectively increases the number of bound states
that can each be occupied by a spin-up and spin-down atom. The maximum
preparation fidelity of 98(1)% is achieved for the ground state of 1 + 1 atoms
and decreases with higher atom numbers which is reflected in the increasing
standard deviation. The right plot shows the full counting statistics for higher
atom numbers.

Using this spilling technique we achieve ground state preparation fidelities of (98± 1)%
for 1+1 atoms, subsequently decreasing with higher fillings. For larger atom numbers the
density of states increases due to the additional radial levels and reduced level spacing
caused by the Gaussian as opposed to harmonic potential making the deterministic pre-
paration increasingly difficult. However the technique still permits preparations of larger
low entropy samples with for example N = 50± 2 atoms, where the standard deviation is
well below the Poissonian expectation

√
N = 7 (compare right plot in figure 2.3).

2.2 Engineering the Hamiltonian

2.2.1 Shaping optical potentials

The ability to shape the optical potential landscape is a key ingredient to realize the
Hamiltonian of interest under which the deterministically prepared system is evolving.
In our experiment we use a spatial light modulator4 (SLM) to imprint a desired phase
pattern on the trapping beam which dictates both shape and phase of the created po-
tential experienced by the atoms inside the experimental chamber. Figure 2.4 shows the
optical setup used to generate the trapping potential. The trapping light is generated by
a 1064nm single-mode laser5 and distributed to two individual beams, Beam 1 and Beam
2, whose frequencies and powers can be tuned individually by two acousto-optical modu-
lators (AOM). Both Gaussian beams are individually power-stabilized on a 400kHz PID

4Hamamatsu 10468-03 SLM
5Azur Light Systems ALS-IR-120
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Figure 2.4: Optical setup for freely engineering the potential landscape We use a
spatial light modulator (SLM) to imprint a phase pattern on the two 1064nm
trapping beams shown in red. The dual-beam configuration in combination
with the ability to tune the relative frequency and phase allows us to create
dynamic optical trapping potentials through interference of the beams. The
light field can be monitored on the camera which is also used for aberration
detection (see section 3).

loop using two separate photodiodes, PD1 and PD2 respectively. The beams are combined
on a non-polarising 50:50 beam splitter and collimated by the 100mm lens before they are
split by another non-polarising 50:50 beam splitter. Half of the light is transmitted and
dumped on the beam dump and hence lost, the other half is reflected and hits the SLM.

A phase-only SLM works by imprinting a phase field ϕ(x, y) on the incident Laguerre-
Gauss LG0

0 beam with an amplitude uin, such that the reflected light field can be expressed
as

uout(x, y) = eiϕ(x,y)uin(x, y). (2.2)

The used spatial light modulator consists of 792× 600 pixels, whose refractive indices can
be changed individually, which locally modulates the phase on the incident patch of light
with a depth of 8 bits. Through an adroit choice of the individual pixels’ phases, arbitrary
light fields can be created by subsequent Fourier transformation. After the SLM the light
field of a circular aperture with radius R is given by

u(r, ϕ) =
√
I0Θ(R− r)e−r2/w2

0eilϕ (2.3)

where I0 is the beam’s intensity. The introduction of phase windings give rise to beams
with higher orbital angular momenta l. For a second-order phase vortex with e2iϕ, the
resulting light field is well approximated by a LG2

0 beam.
Another important application is the generation of multiple beams from a single beam

by displaying the phase pattern of the form

ϕ(x, y) = arg
(
eiϕ1(x,y) + eiϕ2(x,y)

)
. (2.4)
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The incident light field transforms under equation 2.2 yielding

uout(x, y) =
1

2
uin(x, y)

eiϕ1(x,y) + eiϕ2(x,y)

1 + cos(ϕ1 − ϕ2)
. (2.5)

Indeed the phase pattern 2.4 leads to two outgoing beams, which we will refer to as beam
A and beam B to differentiate them from the incident beams 1 and 2.

When the relative gradient ∆g between beams A and B is matched to the relative
incident angle θ between the incident beams 1 and 2 such that the condition θ = λ∆g is
fulfilled, two of the four beams overlap. This is particularly useful since the overlapping
beams interfere due to their common coherent source, providing an even greater variety of
realisable potentials which can be changed dynamically using the AOMs.

Figure 2.5: Multiple beam generation with the SLM The relative gradient ∆g
between beams A and B is matched to the incident angle θ such that two
beams overlap. Observe that the beam angles are not to scale and real angles
are much smaller. (b) The overlapping beams (1A & 2B) which are used to gen-
erate the trapping potential are spatially filtered on a circular aperture whereas
the others are blocked. (c) The interference of a Gaussian LG0

0 and Laguerre-
Gaussian LG2

0 beam yields an elliptical beam shape in the Fourier plane.

Only the overlapping beam A of beam 1 (1A) and beam B of beam 2 (2B) are used
for the generation of optical potentials projected on the atoms. In addition to the two
beams 6 which are not used, approximately 3% of the incident light is directly reflected
from the space between the pixels which gives rise to a zeroth order peak. Additionally,
the SLM also generates higher diffraction orders which cannot be used for our purpose.
Both the unused beams as well as the zeroth and higher order order peak are spatially
filtered out on a pupil aperture after the 100mm lens, which performs the required Fourier
transform for spatial separation. The global gradient is chosen such that the overlapping
beams A and B are well separated from the zeroth order peak, which due to its source
cannot be altered by any gradient. Higher order beams and other parasitic effects due to
the finite pixel number and phase resolution, as well as its consequences in the generation
of phase patterns is discussed in detail in [39]. While the circular aperture in the first
Fourier plane of the SLM removes unwanted beams, the two co-linearly aligned beams can
propagate further along the optical beam path and are expanded in the Galilean telescope
to match the aperture of the objective. A polarising beam splitter is used to direct the
collimated beams to the objective and combine it with another setup not depicted in figure
2.4. Our custom objective with a numerical aperture of NA = 0.55 focuses the light to
the position of the atoms in the experimental chamber and thereby performs the required
Fourier transform to translate the shaped wavefront into the desired intensity profile.

6beam B of beam 1 (1B) and beam A of beam 2 (2A) (compare Fig. 2.5)
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The small fraction of light which passes through the polarizing beam splitter is focused on
a camera 7 in the Fourier plane using a 400mm lens. This allows us to monitor the projected
light field on the atoms, take snapshots at well-defined times during the experimental
sequence and use it for aberration determination as explained in the course of section 3.
The same light can furthermore be used to stabilise the power of combined beams using a
photodiode.

2.2.2 Tuning interactions via a Feshbach resonance

While the engineering of optical potentials renders the trivial quantum system of particles
in a Gaussian trap into a more interesting problem of an arbitrary potential, interactions
open up physics beyond a single particle picture. The mediation of forces between con-
stituents and subsequent emergence of collective behaviour are omnipresent in our world,
from the formation of solid matter to the generation of coherent laser beams. Interactions
makes quantum mechanics interesting and transforms the well-understood single-particle
scenario into a regime accompanied by the rich dynamics of a quantum many-body system.

Neutral atomic gases, such as 6Li in our experiment, only8 interact via the short-range
Van-der-Waals interaction scaling with distance as ∼ r−6. Given the diluteness of the
gas present in our experiment, the interaction range r0 is much smaller than the inter-
particle spacing n−1/3 which simplifies the problem to that of a binary collision [32]. In
the centre-of-mass system with distance r = r1 − r2 between constituents and effective
mass µ = m1m2/(m1 +m2) the scattering problem reads(

ℏ2

2µ
∇2

r + Vint(r)
)
Ψk(r) = EkΨk(r) (2.6)

Beyond the short interaction range r0 the interaction potential vanishes and the solution
reduces to that of a free particle with energy E = ℏ2k2

2µ . For distances smaller than the
interaction range, the interaction potential contributes significantly and the spherical sym-
metry of the Van-der-Waals interaction V (r) = V (r) allows the solution to be expressed
as

Ψk(r) = Ψin(r) + Ψout(r) ≃
r→∞

eikz + f(k, θ)
eikr

r
(2.7)

with θ being the angle between between the ingoing wave Ψin(r) and outgoing wave Ψout(r).
Since the Van-der-Waals interaction is an elastic process only the phase contained in the
scattering amplitude f(k, θ) of the outgoing wave Ψout(r) will change whereas the mod-
ulus of the momentum is conserved. Using the azimuthal symmetry the solution can be
expanded in partial waves

Ψk(r, θ) =

∞∑
l=0

AlPl(cos θ)Rkl(r) (2.8)

with expansion coefficients Al, Legendre polynomials Pl(cos θ) and a radial part Rkl(r)
solving the radial equation:[

∂2

∂r2
+

2

r

∂

∂r
+ k2 − l(l + 1)

r2
− 2m

ℏ2
Vint(r)

]
Rkl(r) = 0. (2.9)

The radial equation contains a rotational barrier term Vb = l(l+1)
r2

which is the quantum
analogue of a classical angular momentum blockade. In the low energy limit where k → 0,

7Teledyne FLIR Chameleon 3
8In other species such as e.g. Erbium long-range dipolar interactions may also contribute or even dom-

inate.

10



which is well satisfied for cold dilute gases, the wavefunction decays exponentially for
r < rb = l(l+1)

k2
. Consequently, for the short range Van-der-Waals interaction, where the

interaction radius is small r < rb, only the l = 0 term survives. This justifies neglecting
higher order contributions and considering only isotropic s-wave scattering in ultracold
atomic samples.

At large distances (r → ∞)

Rkl(r) ≃
1

kr
sin(kr − l

π

2
+ δl) (2.10)

satisfies the radial wave equation 2.9 and the phase shift δ dictates the qualitative scattering
behaviour. Depending on the sign of δ the interaction can be either attractive (δ > 0),
effectively pulling the partial wave closer to the centre, or repulsive (δ < 0), by effectively
pushing it away from the centre.

Omitting the details of the derivation, the scattering amplitude f(k, θ) can be expanded
similarly to the solution Ψk. Neglecting higher order terms in the angular momentum
(l > 0) one finds [32]

f(k, θ) =
1

2ik

(
ei2δ0 − 1

)
=

1

k cot(δ0(k))− ik
(2.11)

for the scattering amplitude. At modest densities where the assumption of binary colli-
sions holds and the interparticle spacing is much larger than the range of the interatomic
potential, the interaction is consequently characterised by a single parameter, the s-wave
scattering length

a = lim
k→0

−tan δ0(k)

k
. (2.12)

Typical scattering lengths of alkali species lie in the order of the Van-der-Waals range of
around 100 Bohr radii, which translates to very small interaction strengths in dilute gases9,
too weak for studying strong interaction phenomena of quantum many-body systems. An-
other problem arises when taking the indistinguishability of fermionic 6Li particles into
account. At low temperatures s-wave interactions are Pauli-blocked as fermions cannot
occupy the same quantum state and the total wave function must be antisymmetric under
particle exchange. To circumvent this peculiarity of quantum mechanics, we use a balanced
two component spin-mixture of the lowest and third lowest hyperfine states of 6Li which
we denote with |1⟩ and |3⟩ respectively (compare figure A.1).

Fortunately, the existence of scattering resonances provides a unique tool to increase
the interaction among constituents by a multiple. A Feshbach resonance occurs when the
initial scattering energy is equal to that of an energetically forbidden bound state (com-
pare figure 2.6 (a) and (b)). [32] A small coupling between the energetically allowed open
channel and forbidden closed channel strongly shifts the phase and thereby resonantly
couples the atomic Hilbert space to a vibrationally highly-excited molecular state. Be-
cause of the different magnetic moments of the two spin components the energy difference
between the incoming and the bound state can be tuned into resonance by a magnetic
offset field providing the required coupling. While in bosonic samples collisions lead to fast
vibrational relaxations, the interplay between the Pauli exclusion principle and large ratio
between initial and final size of Feshbach molecules strongly suppresses the relaxation for
fermions [32]. The result is a Hilbert space containing the usual atomic levels plus a single

9For interparticle spacings of n−1/3 ≈ 104a0 the Fermi momentum is |kF | = (2500a0)
−1 yielding interac-

tion stengths of only |kF |a ≈ 0.03 [32]
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additional molecular level. When tuning the magnetic field B the scattering length obeys
the phenomenological equation [40]

a(B) = abg

(
1− ∆

B −B0

)
(2.13)

where abg denotes the background scattering length of the open channel, B0 the position
of the resonance and ∆ the width of the resonance.

The broad s-wave Feshbach resonance in the 6Li |1⟩-|3⟩ mixture shown in figure 2.6
allows the free tunability of the interaction over several orders of magnitude. It grants
access to both attractive and repulsive interactions, characterised by negative and positive
scattering lengths respectively, as well as a convenient zero crossing at 568G, which allows
for comparative measurements of a non-interacting system.

Figure 2.6: Feshbach resonance (a) and (b) A Feshbach resonance occurs by tuning the
initially open channel scattering state into resonance with a closed channel
bound state. (c) In 6Li the broad s-wave Feshbach resonance for a mixture of
the lowest and third lowest hyperfine states (|1⟩,|3⟩) at B0 = 689.68G (dashed
grey line) allows the scattering length a3D, and hence the interaction to be
tuned over several orders of magnitude across the entire BEC-BCS crossover.
Moreover the zero crossing at 568.07G (red dot) enables the realisation of a
system without interactions (a3D = 0) allowing for comparative studies. The
definition and in particular sign of the energy follows the convention of reference
[40].

In the experiment we achieve the tuning of the scattering length by generating a magnetic
offset field using a pair of coils positioned above and below the vacuum chamber. The
current flowing through the coils and creating the magnetic field is actively stabilized on
a 400kHz PID loop to achieve a relative magnetic field stability of 5 × 10−4. The precise
magnitude of the field at the position of the atoms is impossible to measure in our setup
using standard magnetic field probes, hence we rely on a calibration derived from RF
spectroscopy on the atoms. Although the accuracy of this measurement is as little as
80mG [41] temperature fluctuations of the coils and stray magnetic fields may alter this
calibration.

Quantum many-body theory of ultracold atoms

We now want to expand the description from the microscopic two-particle scattering prob-
lem to the macroscopic phenomena that become accessible by the free tunability of the
interaction.

Two weakly and attractively interacting fermions can only form a pair on the Fermi sur-
face as Pauli exclusion principle prevents two fermions to scatter into an already occupied
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momentum state of the filled non-interacting Fermi sea. For small momenta, the final scat-
tering states are consequently confined to a quasi two-dimensional shell with a constant
density of states above the Fermi surface which hosts a bound state10 for arbitrarily weak
interactions. If interactions within the Fermi sea are considered the existence of the bound
state entails the realisation of a macroscopic ground state that will be given by a coherent
superposition of pairs.

Due to the s-wave scattering nature of ultracold quantum gases the two-body interaction
potential V (r − r′) can be replaced by an effective contact-like interaction

V (r − r′) = gδ(r − r′) (2.14)

where the coupling constant is directly related to the s-wave scattering length a and mass
m via

g =
4πℏ2a
m

. (2.15)

In the presence of contact-like interactions the problem can effectively be described by the
simplified many-body grand-canonical Hamiltonian[42]

Ĥ =
∑
k,σ

ϵkĉ
†
k,σ ĉk,σ − g

V

∑
k,k′,q

ĉ†k+q
2
↑ĉ

†
−k+q

2
↓ĉk′+q

2
↓ĉ−k′+q

2
↑ (2.16)

with an energy dispersion relation ϵk = ℏ2k2

2m − µ that relates the single particle energy to
the chemical potential µ. The interaction term includes the single-particle operators, ĉ†kσ
and ĉkσ, that create and annihilate particles and holes, whose momenta are only considered
in a narrow shell above the Fermi surface and is normalised to the volume V . The state
with q = 0 has the highest density of final scattering states and consequently minimises
the binding energy. As opposed to finite momentum pairing (q ̸= 0) where final scattering
states are confined to a circle around the Fermi sphere, zero-momentum pairing (q = 0)
allows final states on the entire Fermi surface11. Neglecting interactions of pairs at finite
momenta q = 0 yields the celebrated BCS-Hamiltonian

ĤBCS =
∑
k,σ

ϵkĉ
†
kσ ĉkσ − g

V

∑
k,k′

ĉ†k↑ĉ
†
−k↓ĉ−k′↓ĉk′↑ (2.17)

It should be emphasised that neglecting pairs with finite momentum fundamentally ex-
cludes density fluctuations which will be of future relevance for the description of collect-
ive modes. The theoretical discussion of these density fluctuations is postponed to section
4.1. To find an approximate solution for the BCS state, the Hamiltonian can be expanded
around the expectation value of the pair operator

∆ =
g

V

∑
k

⟨ĉ−k↓ĉk↑⟩. (2.18)

The interaction term in the Hamiltonian 2.17 can then be expressed around this mean-field
value yielding

1

V

∑
k

ĉ−k↓ĉk↑ =
∆

g
+

[
1

V

∑
k

ĉ−k↓ĉk↑ −
∆

g

]
. (2.19)

10The existence of a bound state is a result of the constant density of states rather than the dimensionality
of two.

11Finite momentum pairing is only realised in nature when the Fermi surface deviates from a sphere in
which case a finite momentum can actually minimise the binding energy. (e.g. FFLO states)
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By additionally introducing the Nambu spinor

ψk =

(
ĉk↑
ĉ†−k↓

)
particles

holes
(2.20)

and using the interaction term 2.19 the Hamiltonian simplifies in this mean-field approach
and can be written as

Ĥ =
∑
k

ψ†
k

(
ϵk −∆

−∆∗ −ϵk

)
ψk +

∑
k

ϵk +
V |∆|2

g
. (2.21)

The eigenenergies and eigenstates are obtained by diagonalisation of this Hamiltonian. A
Bogoliubov transformation[43] establishes the required relation between the Nambu spinor
ψk and the fermionic quasi-particle creation and annihilation operators (γk,σ, γ

†
k,σ) via

γ̂k↑ = ukĉk↑ − vkĉ
†
−k↓ and (2.22)

γ̂†−k↓ = vkĉk↑ + ukĉ
†
−k↓. (2.23)

with vk = 1
2

(
1− ϵk

Ek

)
and uk = 1

2

(
1 + ϵk

Ek

)
. In terms of the quasi-particle operators the

mean-field Hamiltonian reads

Ĥ =
∑
k

(ϵk − Ek) +
V |∆|2

g
+
∑
k

Ek

(
γ̂†k↑γ̂k↑ + γ̂†k↓γ̂k↓

)
(2.24)

While the first two terms correspond to the energy of the pair condensate, the third term
corresponds to the energy of excited quasi-particles with

Ek =
√
ϵ2k + |∆|2. (2.25)

The resulting spectrum is characterised by two branches with ±Ek that are gapped due to
the attractive interaction. The size of the gap at the Fermi momentum k = kF is exactly
twice the expectation value of the pair operator, 2|∆|, and is hence usually referred to as
the superfluid gap. It sets the minimum energy required to remove a particle from the
condensate or dissociate a pair.

Obviously, the ground state of the Hamiltonian is the state that satifies

γ̂k↑|ΨBCS⟩ = γ̂k↓|ΨBCS⟩ = 0 (2.26)

and is characterised by the absence of any quasi-particle excitations. After proper normal-
isation the ground state is given by a coherent superposition of Cooper pairs with opposite
momentum on the Fermi surface [42]

|ΨBCS⟩ =
∏
k

(
uk + vkĉ

†
k↑ĉ

†
−k↓

)
|0⟩. (2.27)

The BCS state |ΨBCS⟩ can explicitly be written12 as a coherent state when expanded in
terms of an exponential [42]

|ΨBCS⟩ ∼ exp

[∑
k

− vk
uk
ĉ†k↑ĉ

†
−k↓

]
|0⟩ (2.28)

≡ exp
[
b̂†
]
|0⟩ (2.29)

=
∑
n

1

n!

[
b̂†
]n

|0⟩ (2.30)

12omitting the normalisation
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where b̂† is the pair creation operator. Although the pair operator b̂† contains fermion
pairs as composite bosons, it is not strictly a bosonic operator since its commutator [b̂, b̂†]

explicitly depends on the fermionic operators n̂kσ = ĉ†kσ ĉkσ. Under the assumption that
the expectation value ⟨n̂kσ⟩ ≪ 1 the BCS ground state represents a true bosonic coherent
state |ΨBCS⟩ = exp(b̂†), a Bose-Einstein condensate. [44]

All other eigenstates can simply be constructed from the ground state by subsequently
climbing up the ladder. The mixing of different particle numbers gives rise to off-diagonal
long-range order that dictates the macroscopic properties. The special case of a non-
interacting Fermi sea is reached when uk = 0, vk = 1 inside the Fermi sea (k < kF ) and
uk = 1, vk = 0 outside. [42]

The presented derivation via pairing field is analogous to Bogoliubov description of
an interacting Bose-Einstein condensate, where creation and annihilation operators are
replaced by the square root of the number of the condensed atoms

√
N0 [32] yielding a

similar coherent ground state. In consequence the derived wavefunction 2.27 describes the
entire range of pairing, from tightly-bound bosonic molecules to weakly and non-interacting
fermions. In the following we want to explore these limits.

A journey across the BEC-BCS crossover

In order to parameterise which regime is realised and to quantify the interaction strength
it is useful to introduce the dimensionless interaction parameter η = 1/(kFa).

In the BCS limit of weak interactions, where η → −∞, Pauli blocking dominates over
the interaction energy and pairing occurs only on a narrow shell of momenta δk on the Fermi
surface where k = kF . Writing down the pairing wavefunction in second quantisation is
straight-forward as it simply corresponds [32] to the creation of a cooper pair with opposite
momenta

⟨ΨBCS |ĉ†k↑ĉ
†
−k↓|ΨBCS⟩ = ukvk. (2.31)

In real space the result is similarly straight-forward after evaluating the scalar product

⟨ΨBCS |Ψ̂†
↑(r1)Ψ̂

†
↓(r2)|ΨBCS⟩ =

1

V

∑
k

ukvke
−ik·(r1−r2) (2.32)

where Ψ̂†
σ are the creation operators at a position ri with spin σ. Moving to a relative

coordinate r ≡ |r1 − r2| the wavefunction can be expressed after some mathematical
manipulation [25] as

ψ(r)
r→∞∼ sin(kF r)e

− r
πξ . (2.33)

This real space wavefunction includes an exponential decay term which is proportional to
the two-particle correlation length

ξ =

√
⟨ψ(r)|r2|ψ(r)⟩
⟨ψ(r)|ψ(r)⟩

. (2.34)

The latter sets the typical length scale for pairing for any pairing wavefunction [42]. In the
BCS limit the pairing length is indeed proportional to the inverse of the small momentum
shell

ξBCS ∼ 1

δk
≫ 1

kF
(2.35)

The oscillating term in the spatial wavefunction implies a strong modulation in the order
of the inverse Fermi momentum 1/kF but is well-defined in momentum space where it is
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confined very close to the Fermi surface [32]. This behaviour of the pairing wavefunction
in the BCS limit can also be understood more naively in the context of uncertainty. Due to
the dominating effect of Pauli blocking in the formation of Cooper pairs, the momentum is
well defined on the Fermi surface. Heisenberg’s uncertainty principle implies an according
uncertainty in real space far exceeding the interparticle spacing and pairing is hence said
to occur in momentum space. We conclude that the BCS regime is dominated by the
fermionic nature of the particles. Adding a spin-up and spin-down particle to the system
can only happen at the Fermi surface and consequently the chemical potential is

µ ≈ EF . (2.36)

Moreover, we have seen that the same confinement to the Fermi surface dictates the pairing
behaviour leading to the formation of Cooper pairs in momentum space.

The opposite limit is realised when η → +∞ where fermions form tightly bound mo-
lecules with bosonic character and is hence referred to as the BEC limit. The chemical
potential is composed of contributions from the binding energy and the interaction among
molecules and reads

µ = − ℏ2

2ma2︸ ︷︷ ︸
binding energy EB

+
πℏ2an
m︸ ︷︷ ︸

interaction

(2.37)

where n is the density and m the mass of individual fermions [32]. The negative sign of the
binding energy EB reflects the fact that the pairing is favourable whereas the positive sign
of the interaction term implies a repulsive interaction between the individual molecules.
The above mean-field treatment would imply a molecule-molecule scattering length of
aM = 2a but is reduced to a value of aM = 0.6a [45] due to pair correlations that have been
neglected by the assumption of binary s-wave collisions. The pairing wavefunction 2.31
can be evaluated in the relative radial coordinate r by substituting ukvk ∝ (1 + (ka)2)−1

which simply yields

Ψ(r) ∼ e−r/a

r
(2.38)

the wave function of a molecule with the size of the scattering length a. Consequently, in
the BEC limit the two-particle correlation length equals the scattering length

ξBEC ∼ a. (2.39)

As opposed to the Cooper pairs in the BCS limit, the two fermions forming bosonic mo-
lecules sit in close spatial proximity and hence have a well-defined position in real space,
much smaller than the interparticle spacing. The fast oscillating term present on the BCS
side effectively vanished and the well defined position in real space entails a respective
uncertainty in momentum space. The pairing behaviour is clearly dominated by binding
energy exceeding the Fermi energy and pairing effectively occurs in real space on the BEC
side. Both regimes are connected smoothly and the associated microscopic and macroscopic
quantities vary continuously as there is no phase transition involved. [32]

In the unitary regime where η = 0, the bond length of a molecule tends to infinity as
the scattering length diverges. Since the bond length drops out in the description of the
many-body state, it effectively renders the unitary Fermi gas scale invariant. In this regime
the inverse Fermi momentum k−1

F presents the only length scale in the system and hence the
Fermi energy EF the only energy scale. Both the average energy content of the gas and the
binding energy of a pair are then related to the Fermi energy by universal constants. When
µ < 0 the superfluid gap ∆ vanishes for non-zero k and the minimum excitation energy
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lies at k = 0 whereas for µ > 0 minimum is found at finite momenta approaching kF in the
BCS limit. Right before the appearance of the molecular bound state the interactions are
maximised at the point of unitarity. While macroscopic quantities vary smoothly across
the BEC-BCS crossover, the point at which a significant qualitative change occurs depends
on the quantity under consideration and usually lies between 0 < η < 1. In this regime
many-body pairing still dominates the effect of a weakly bound two-body state (a≫ k−1

F )
and one can neither speak of a bare molecular BEC nor BCS condensate. [32]

In our experiment the free tunability of the interaction via the Feshbach resonance allows
us to realise quantum many-body states across the entire BEC-BCS crossover encompassing
the production of a molecular BEC [46] to that of a pair condensate in momentum space.
In addition to the binding and Fermi energy the trap confinement introduces an additional
energy and length scale in the experiment that can be approximated by the energy of
a harmonic oscillator Eho = ℏω and the harmonic oscillator length aho =

√
ℏ/(mωho)

respectively. The competition between these three energy (or length) scales - the Fermi
energy EF , the binding energy EB and the confinement energy Eho - will ultimately dictate
the behaviour of the quantum many-body system.

In the description of our system we have deliberately ignored one energy scale - the
thermal energy Eth = kBT . However due to our deterministic preparation scheme (see
2.1.3) and exceptionally high ground state preparation fidelities the thermal energy can be
neglected in all experiments presented in this thesis.

2.3 Detection methods

The extraction of observables of the quantum many-body state is equally essential as
its deterministic preparation (2.1.3) and engineering the Hamiltonian (2.2). This section
exclusively encompasses the techniques used in this thesis although other observables are
in principle accessible in our system and have been used before [47, 48, 49, 50].

2.3.1 High fidelity atom counting in the µMOT

The natural observable when working with deterministically prepared number states is the
expectation value of the number operator ⟨N̂⟩ where N̂ ≡

∑
i â

†
i âi. It should be emphasised

that this definition is not equivalent to the number operator n̂ = â†i âi which counts the
occupation of Fock states. Simply counting how many atoms are left after the system has
evolved under some Hamiltonian in combination with the ability to project onto the ground
state already provide a deep insight into the behaviour of the quantum many-body state.
More importantly it establishes the foundation for the spectroscopic studies presented in
this thesis and even enables the observation of the deterministic preparation described in
section 2.1.3.

After execution of the experiment, atoms in all motional and hyperfine states can be
re-captured in the MOT. A high axial magnetic field gradient of approximately 250G/cm
[35] leads to a strong compression of the sample which increases the signal-to noise ratio,
justifying the name µMOT. The fluorescence signal of the atomic cloud is captured over a
period of 1.5 seconds on a CCD camera13 through a side viewport with a numerical aperture
of 0.15. Since the intensity is proportional to the number of emitters in dilute samples the
integrated signal enables the determination of the number of atoms. The absolute number
of atoms is derived by subtracting the background in the selected integration region.

Figure 2.7 shows a histogram of the normalised intensity sums for small particle num-
bers as well as exemplary truncation boundaries (dashed grey lines) for 2 atoms. This
measurement directly corresponds to the deterministic preparation step plot 2.3 and has

13Teledyne FLIR Grasshopper 3
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Figure 2.7: Atom counting in the µMOT The histogram shows the fluorescence signal
normalised to the single-atom intensity when resonantly exciting the atomic
sample in the µMOT. The number of atoms can be distinguished after intro-
ducing respective boundaries (grey lines) yielding a detection fidelity for 1 + 1
atoms of 99.9(7)%. The reduced signal of odd atom numbers is an artefact of
the closed shell preparation scheme and does not reflect our ability to count
odd atom numbers which is equivalent to that of even numbers.

been derived from the same data. The distinct peaks can be associated with discrete atom
numbers when the normalisation constant is chosen to be the intensity sum of a single
atom. Fitting a Gaussian (blue curve in the inset) to the peaks and determining how
much signal lies outside the boundaries (dashed grey lines) yields an estimated detection
fidelity of 99.9(7)% due to the performed truncation. Hence, the limiting factor of this
technique is likely the fluctuating background light or the re-capture and limited lifetime
in the µMOT, rather than the actual counting. The reduced intensities of odd particle
numbers traces back to the closed shell preparation of the harmonic oscillator comparable
to the situation established in figure 2.2. Odd particle numbers can be counted equally
well as even particle numbers as this only relies on the boundaries of truncation.

2.3.2 Spin-resolved single-atom fluorescence imaging

As an alternative to the atom counting technique in the µMOT the spatially resolved
fluorescence signal can also be captured on a camera upon which the position, spatial
extent and shape of the atomic cloud can be inferred. As opposed to the µMOT where the
atoms are captured in a three-dimensional MOT, here the atoms are resonantly excited
in a stroboscopic fashion by two laser beams from opposite sides of the chamber. During
the 20 flashing cycles, each lasting 200ns, atoms in the cloud undergo a random walk
and spontaneously emit fluorescence photons. Approximately 30 photons per atom are
captured through a high NA=0.55 objective from the top of our vacuum chamber and
are focused onto an EMCCD camera14. By tuning the frequency of the laser15, a specific

14NüVü HNü 512
15Toptica DL100 beat-offset locked to the D2 spectroscopy
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hyperfine state can be selected allowing for spin-resolved imaging. To confine the atoms in
in the focal plane of the imaging setup, we can introduce an additional axial confinement
by superimposing an optical lattice in the axial direction as described in detail in [51].
Two 1064nm beams are focused under a shallow angle creating an interference pattern
at the position of the atoms with radially symmetric layers. The created optical dipole
potential (compare to 2.1) leads to a trapping of ωr ≈ 200Hz in the radial direction and
a much stronger confinement of ωz ≈ 15kHz in the axial direction. This strongly reduces
the extent of the wavefunction in axial direction allowing us to probe only a thin layer
which matches with the focus plane of the imaging setup. As opposed to quantum gas
microscopes[52] the presented stroboscopic imaging technique eliminates the need for an
optical lattice in the x-y plane and reduces the imaging time from the order of seconds to
a microseconds. Moreover, it significantly simplifies the experimental setup as there is no
need for side-band cooling during the long exposure with resonant light in the deep optical
lattice.

In principle this technique allows spin and spatially resolved single atom detection of few
atoms [53] and has been successfully used to study position and momentum correlations
[47, 48, 50] for small atom numbers. Since this technique is not used in the scope of this
thesis, further details are omitted.
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3 Optical aberration correction

Every real optical system suffers from phase aberrations which inevitably lead to the de-
gradation of the image quality or in our case to the deviation from the desired intensity
profile determining the trapping potential. Preparing and probing complex dynamics of
quantum many-body systems not only requires the precise knowledge of the confining
potential but also depends upon a minimal potential roughness which alters the time
evolution. Moreover, a high degree of isotropy of the potential allows for significant simpli-
fications in the theoretical description and an attenuation of undesired heating dynamics.
Hence the elimination or at least reduction of optical aberrations marks an essential pre-
requisite to probe the collective behaviour of our mesoscopic quantum systems.

In order to eliminate the present aberrations the first step is to determine the existing
wavefront error in the system with high precision and accuracy and in a second step imprint
a phase correction pattern on the light field to compensate for the measured aberrations.
Fortunately, the SLM provides a tool to project arbitrary phase patterns onto the light
beams and can also be used to measure the wavefront error as described in the following.

This chapter presupposes a basic understanding of Fourier optics, which is for example
established in the introductory book by J.W.Goodman [54] and will hereafter be assumed.

When considering an imperfect optical element like a real lens the most rudimentary and
naive approach to measure aberrations would be to illuminate the lens with a known beam
shape and capture the distortion of the image. Determining the wavefront error in this
way is not only difficult and imprecise but only contains indirect information about the
phase. In the following we present the experimental implementation of two more advanced
techniques to measure wavefront error that in combination significantly reduce the optical
aberrations present in our system down to a sub-wavelength level.

3.1 Shack-Hartmann algorithm

Phase aberrations can be treated theoretically [54] by introducing the pupil function of a
non-ideal lens

p(x, y) = Θ

(
D

2
− r

)
e2πiW (x,y). (3.1)

The function takes the value zero outside the lens aperture with a diameter D and acquires
an additional phase due to an aberration fieldW (x, y) inside. Propagating in the z direction
the light field g(x̃) in the focal plane (z = f) of the non-ideal lens is then simply given
by the spatial Fourier transform of the product of the incident light field u(x, y), and the
pupil function yielding

g(x̃) = F [u · p](x̃f ) with x̃f =
x̃
λf
. (3.2)

One way to determine optical aberrations is to locally measure the tilt θ of the wavefront
as a result of the additional phases introduced by the aberrations. The tilt of the wavefront
translates to a displacement

d = f · tan θ (3.3)
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of the spot in the focal plane which can for example be detected on a camera. This proced-
ure to measure optical aberrations is commonly referred to as the Shack-Hartmann method.
While commercially available solutions usually simultaneously measure the displacements
for a discrete sampling grid in a single measurement, we employ a slightly modified version
by sequentially determining the displacement for each sampling point one at a time.

Displaying a small aperture with radius R ≪ D on the SLM generates a probe beam
which locally acquires an additional phase gradient while propagating through aberrated
optical components with respect to an unaberrated system as schematically depicted in
figure 3.1(a). By successively moving the centre position of the aperture across the SLM
and recording the position of the spot x̃f in the image plane we can measure the aberration
induced displacement with respect to an unaberrated system for each sampling point xi.

Experimentally we define a sampling grid of N = 16×12 points xi with i = 1, ..., 192 and
each record a single image on the monitoring camera which is conveniently placed in the
Fourier plane of the SLM (see figure 2.4). We thereupon extract the displacement vector
di = (dxdy)

⊤ for each sampling point xi by fitting a Gaussian in both x and y direction to
the recorded intensity profile. Since the size of apertureD of the optical system is in general
smaller than area covered by the rectangular sampling grid we discard images that do not
contain any signal. The corresponding displacement vector field is shown in figure 3.1(b)
and represents the (discrete) gradient field G of the optical phase. Reconstruction of the
the full wavefront can consequently be achieved by integrating the gradient field. However
as opposed to integrating the gradient field directly and interpolating it to match the
resolution 800×6001 of the SLM, we instead reconstruct the wavefront in the basis of k = 28
rectangular Zernike polynomials. Zernike polynomials are commonly used to characterise
optical aberrations with low spatial frequencies as they represent the eigenmodes of a
circular aperture and directly correspond to typical optical aberrations such as astigmatism
or coma. The corresponding phase patterns are shown in figure A.4 in the appendix. Every
wavefront W (x, y) can therefore be constructed from the set of Zernike polynomials {Zi}
via a linear decomposition of the form

W (x, y) =
k∑

i=1

yiZi (3.4)

where yi is the respective Zernike coefficient. To obtain the spatial representation we
start by generating the rectangular Zernike polynomials by performing a gram-schmidt
orthonormalisation over the given circular modes on a grid with the same resolution as
our SLM (800 × 600). [55] In a second step we compute the gradients of each Zernike
polynomial for each aperture patch using a sobel filter and construct a (2N, k)-sized matrix
A containing the gradients for each sampling point xi. We flatten the two-dimensional
gradient map G into a one-dimensional (2N, 1)-vector g and and solve the matrix equation

A · y = g (3.5)

by least-squares fitting. The resulting coefficient vector y fully describes the aberrations in
the basis of Zernike polynomials and can hence be used to reconstruct the full wavefront by
subsequent multiplication according to equation 3.4. The full phase map which is shown
in figure 3.1(b) is relatively flat in the relevant central region with deviations of less than
λ/2, corresponding to a phase of π. Displaying the inverted fitted phase map on the
SLM should thus significantly reduce the measured aberrations. The reduced distortion
of different beam patterns observed on the camera after projecting the correction map
provides convincing evidence for the successful application of the algorithm.

1In principle our SLM has a resolution of 792×600, however the SLM control software allows us to define
the maps with a resolution of 800× 600.
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Figure 3.1: Aberration correction with the Shack-Hartmann algorithm (a) A beam
propagating through an aberrated optical system acquires an additional phase
that leads to a measureable displacement dy in the image plane. (b) Fitting
a set of Zernike polynomials to the displacement vectors (black arrows) for
each sampling point yields the underlying phase map. The good agreement
between the measured vectors and the fitted gradients (green arrows) confirms
the satifactory fit of the model.

Measuring and correcting the aberrations through the angular deflection of the wave-
front is well suited to measure large optical aberrations corresponding to significant tilts.
However the pixel size of the camera ultimately sets an inevitable limit to the smallest
displacements and corresponding phase errors that can be detected using this technique.
For the precise control of many-body quantum states in tailor-made potentials even flatter
incident wavefronts are required which raises the need for a different technique.

3.2 Phase-shift interferometry

Interferometric techniques have become the preferred method to characterise optical sys-
tems as they do not rely on absolute intensity profile but instead probe the relative phase
of two beam paths. In the following we present an implementation of phase-shift interfer-
ometry to measure the wavefront error across the entire aperture of the optical system on
a sub-wavelength level.

3.2.1 Theory

Phase-shift interferometry [4] builds on the idea that two coherent beams locally acquire
a relative phase with respect to each other as they are moved across the aperture of
the optical system, from which the entire wavefront can be mapped out. Phase errors
manifest themselves as an additional phase acquired by the beams passing through the
optical element. In the image plane of the optical system this leads to modification of the
interference pattern, where the exact position of the peaks and fringes is determined by the
relative phase. Since the relative phase between the two beams is known, the additional
phase can thus be measured as a deviation from expected interference pattern.

The two beams are generated by projecting two apertures with a radius R and a gradient
g on the SLM. As a consequence of their different positions x1 ≡ (x1y1)

⊤ and x2 ≡ (x2y2)
⊤

on the SLM they probe different patches of the aberration function and thereby acquire
different average phase shifts ∆φi = 2π⟨W ⟩(xi) with i ∈ {1, 2}. The average region over
the aberration function of course corresponds to the area encircled by the circumference
with radius R of the apertures. Evaluating equation 3.2 for the two beams with intensities
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I(xi) yields the amplitude in the Fourier plane

g(x̃) ∼
∑
i

√
I(xi)e

2πix̃f ·xi+i∆φiAr(x̃fR). (3.6)

Owing to the finite aperture we multiplied with the airy-disk function Ar(ν) = J1(2πν)/ν
with the spatial frequency ν. The resulting interference pattern is accordingly given by

I(x̃) ∼ Ar2(x̃fR)
[
I1 + I2 + 2

√
I1I2 cos(2π∆x · x̃f +∆φ)

]
(3.7)

with ∆x = x2 − x1 being the displacement of the apertures and ∆φ = φ2 − φ1 the
respective resulting phase difference. While in principle the shift of the interference pattern
is proportional to the phase difference ∆φ, extracting it in this way is imprecise and likely
to suffer from systematic errors. Instead an additional phase shift δφ can be introduced to
one of the beam apertures resulting in a shifted interference pattern even in the absence of
aberrations. Varying the phase shift δφ and observing the intensity at a single point in the
Fourier plane culminates in the cosinusoidal pattern schematically depicted in figure 3.2(b).
Additional phases attributed to aberrations can then be detected as a phase offset ∆Φ of the
cosine. Sampling the cosine for equally spaced phase shifts δφj =

2πj
N with j ∈ {0, ..., N−1}

results in a sequence of interference patterns I(j)(x̃) that can be decomposed into a Fourier
series as derived by Bruning et al. [4]. The total phase ∆Φ(x̃) = 2π∆x·x̃f+∆φ is recovered
by evaluating

tan(∆Φ(x̃)) =

∑N
j=1 I

(j)(x̃) sin(δφj)∑N
j=1 I

(j)(x̃) cos(δφj)
. (3.8)

Under the assumption that W (x, y) is a continuous function of (x, y), any appearing dis-
continuities in the phase can be resolved by adding ±2π, which effectively unwraps the
phase and maps [−π, π) → (−∞,∞). [4] The phase difference ∆φ appears by fitting a
gradient to the unwrapped phase and determining the offset, which exactly corresponds
to the aberration induced phase difference. To obtain a full phase map of the aberration
function W (x, y) one would keep one reference beam steady and subsequently move the
other "probe" beam across the aperture of the optical system. For each position x the
phase is varied and the sequence of intensity patterns is recorded. The aberration induced
phase is extracted by fitting the Fourier decomposed phases from the interference patterns
according to equation 3.8 for each position x and stitching them together to a discrete
phase map. Since the coarseness of the discrete phase map and thus the coarseness of the
phase recovery depends on the radius R of the two apertures, one would try to minimise
R. Decreasing the radius R however leads to a quadratic decrease in power behind the
SLM, such that the ability to detect the interference pattern ultimately sets a lower limit
for the minimum radius and determines the respective coarseness. Once the phase map is
recovered it must be smoothed and extended the to fit the 800 × 600 aspect ratio of the
SLM. Projecting the inverted phase map on the SLM is in succession expected to cancel
the measured aberrations.

3.2.2 Experimental determination of phase aberrations

So far we have not discussed how the interference pattern is detected and what aberrations
can actually be measured. Naively, one would place a camera behind all optical elements
and map out the phase aberrations. In our case we can actually use the camera which
is placed in the Fourier plane of the SLM (see figure 2.4) to monitor the light field. The
measured pupil function will then include all aberrations from the optical elements between
the SLM and the camera. However this leaves us with a problem: how can we be sure that
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Figure 3.2: Phase-shift interferometry (a) Two beams with a relative phase offset δφ
probe different regions of an optical element. Any aberrations manifest them-
selves as a deviation from the expected interference pattern in the image plane.
(b) When observing a single pixel in the interference pattern as the injected
phase δφ is varied, the cosine pattern emerges. From the offset ∆Φ(x̃) one can
infer the additional phase picked up due to the aberrations.

the light field on the camera and the light field on the atoms are the same? In reality this
is indeed not the case since additional aberrations are picked up further along the beam
propagation towards the atoms, mainly introduced by a dichroic mirror and the objective,
which is used to focus the beam through the vacuum window into the chamber. Placing a
camera in the focal plane of the objective is technically impossible in our setup2, so is the
measurement of aberrations of the vacuum window without breaking the vacuum to put a
camera inside. To circumvent this limitation we can use the atoms themselves to probe the
light field as has initially been suggested by Zupancic et al. [5]. To correct the aberrations
in our system we first perform an aberration correction with the PSI algorithm using the
camera and in the second step measure the remaining aberrations by performing the PSI
algorithm again on the atoms with the first correction map present.

On the camera

On the SLM we define a N = 32 × 24 sampling grid with a grid spacing of 2R = 50px
covering the whole aperture of the optical system. While the reference beam with a radius
of 25 pixels is kept fixed in the centre, the probe beam is moved across the grid. For each
position xi on the sampling grid and every injected phase value δφ ∈ {0, 25π,

4
5π,

6
5π,

8
5π}

the interference pattern is recorded on the camera.
For each position xi we crop a rectangular region from the raw image containing the

signal and subsequently compute the phase ∆Φ by Fourier decomposition of the recorded
intensity I(xi) for different offset phases δφ following equation 3.8. To obtain a continuous
version we unwrap the phase according to the mapping [0, 2π) → (−∞,∞). Observe that
the unwrapped phase ∆Φ will be "two-dimensional" (see figure 3.3(b)). In a second step
we sum up the images I(xi) with all different offset phases δφ within the region of interest
yielding an averaged image over all interference patterns for a given position xi. This allows
us to create a signal mask, which we define by discarding pixels below a certain intensity
threshold (figure 3.6(a)). To obtain the offset ∆φ we fit a linear curve to unwrapped
phases ∆Φ using a RANSAC regressor [56] instead of a simple least-squares method. The
method is based on repeated random subsampling, meaning that a subset of inliers are

2We cannot move the vacuum chamber without moving the optical setup around it.
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more likely to be linearly correlated than the outliers or the combination of both. The
best model fit will hence be obtained by the subset that only contains inliers. Randomly
selecting subsets and comparing the model fits not only allows for the distinction between
outliers and inliers, but at the same time also allows for the determination of the best fit
parameters for the subset of inliers. We chose the RANSAC algorithm due to its stability
against outliers, which are likely to occur if the phase estimation failed.

Figure 3.3: Phase recovery (a) To create a signal mask we average over all runs and dis-
card pixels below a certain intensity threshold (black crosses). (b) Unwrapped
phase ∆Φ after performing the Fourier decomposition according to equation
3.8. The linear fit is only be performed within masked region to obtain a single
value for ∆φ.

For each position xi we obtain a phase value ∆Φ that can be combined into a two-
dimensional phase map P. The recovered phases at the edges are not reliable and have
hence been omitted in the following fitting procedure. To recover the full phase map we
fit the respective 32× 24 grid with a basis set of k = 28 rectangular Zernike polynomials.
In practise we generate a (N, k)-sized matrix A similar to the one for the Shack-Hartmann
algorithm, but which now contains the actual phases as opposed to the local derivatives
for each sampling point. We again solve the matrix equation

A · y = p (3.9)

where p is now the flattened (N,1)-dimensional vector corresponding to the phase map
P. The solution vector obviously contains k entries corresponding to the coefficients of
the Zernike polynomials. The Zernike coefficient vector fully determines the aberrations
for the given finite basis of Zernike polynomials. As expected, the major contributions
originate from low-frequency polynomials and the coefficients converge to zero for higher
frequencies. The particular choice of basis set and interpolation method will be discussed
in more detail in section 3.3.3.

Multiplying the Zernike coefficient vector with the Zernike polynomials results in the
fitted 800 × 600 phase map shown in figure 3.4(b). In the construction of the phase
map we neglected the offset and tilt corresponding to the lowest three Zernike coefficients
as they only alter the position but do not matter for the aberrations. To cancel the
aberrations introduced by the optical elements we wrap the phase map again by mapping
(−∞,∞) → [0, 2π) and project its inverse on the SLM.

Since the measured phase map varies less than λ/5 across the probed region, we conclude
that the Shack-Hartmann algorithm already compensated the majority of measurable aber-
rations up to the camera. The aberrations picked up further along the beam path however
remain unknown to this point and only running the PSI algorithm on the atoms will allow
us to measure and cancel them as we will discuss in the following.
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Figure 3.4: Reconstruction and fitting of the wavefront (a) The phases for each
sampling point on the 32 × 24 grid can be combined into a phase map. The
black crosses indicate points to be neglected in the fitting routine due to lack of
signal. (b) The fitted 800× 600 phase map is surprisingly flat, which indicates
that the Shack-Hartmann algorithm already successfully corrected the majority
of the aberrations. (c) In the fitting procedure we omitted the first three Zernike
polynomials corresponding to offset and tilt, since they do not represent real
aberrations.

On the atoms

As motivated before, the interference pattern can also be projected onto the atoms to
measure aberrations from optical elements that are otherwise inaccessible. In accordance
with the optical dipole potential 2.1, the atoms will be trapped in the maxima of the in-
terference pattern and if excited resonantly, the observed fluorescence image will contain
the necessary information about the light field. While observing the interference fringes
on camera is straightforward, the limited resolution on the atoms imposes serious bound-
aries and jeopardises the successful application of the algorithm. In order to observe the
interference pattern we have to maximise the fringe spacing on the atoms by minimising
the displacement ∆x of the two beam apertures on the SLM according to arguments of
Fourier optics. When ∆x = 2R the two apertures touch, which allows us to barely resolve
two fringes. A smaller fringe spacing does not yield signal on the atoms as the intensity
is not high enough for any atoms to remain trapped in the potential. With enough laser
power one could circumvent this problem, but the finite imaging resolution would average
out the fringe spacing smaller than the diffraction limit. Hence we have to keep the two
apertures as close together as possible. To still probe the aberration function W (x, y)
across the entire aperture, we have to adapt the algorithm slightly. Instead of only moving
one (probe) beam and keeping the other (reference) beam steady, which changes the dis-
placement ∆x, we now keep the displacement ∆x = 2R constant and instead move both
apertures together across the SLM with a step size of 2R. We thereby obtain the phase
difference with respect to the neighbouring site and can infer a shear. Measuring the shear
in both directions, x and y, subsequently allows us to reconstruct the discrete phase map
as discussed above.
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Figure 3.5: Simplified setup of the PSI algorithm on the atoms Two beams created
by the SLM pick up a relative phase as they propagate through the optical
elements which results in a modified interference pattern at the position of the
atoms or camera respectively. Capturing the fluorescence signal of the reson-
antly excited atoms reveals the interference pattern (top images). Subsequent
fitting of the averaged image for a given setting allows the determination of
the acquired phase. Similarly, the aberrations can also be deduced from the
interference pattern of the trapping light which is monitored on a camera (right
image). Gradually moving the beams on a sampling grid across the aperture
of the system allows for the full reconstruction of the shear (or phase) map.

To maximise the signal we have chosen two rectangular apertures with edge lengths 2R
and 4R respectively as opposed to the circular aperture. Since the intensity profile of
the incident beam on the SLM is Gaussian the highest intensity and consequently deepest
potential for a given radius is achieved in the centre patch on the SLM. To ensure a constant
intensity throughout the entire aperture, we stabilise the laser power using the photodiode
behind the SLM. By trial and error a radius of R = 25pixels has proven to be optimal. It
ensures that the potential is deep enough to trap atoms for each position xi on the SLM
within the aperture of the objective with a diameter D.

Experimentally, we evaporate for t ≈ 1600ms in the optical dipole trap before super-
imposing the interference pattern and thereby loading approximately 100 atoms into the
potential. As long as fringes can be observed, the exact number of atoms is not relevant
as our technique does not require deterministic preparation. To better confine the atoms
in the focal plane of the objective which is the Fourier plane of the SLM, we additionally
ramp of the 2D trap and capture the fluorescence image using the technique explained in
section 2.3.2. The experimental setup is schematically depicted in figure 3.5. While the
signal-to-noise ratio for a single fluorescence image is not adequate to deduce the phase,
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averaging over several fluorescence images (like the raw image in figure 3.5) for a given
setting (xi, δφ) reveals the emergent intensity pattern (averaged image in figure 3.5).

In concrete terms, we define a quadratic 10 × 10 sampling grid covering the aperture
of the objective. For each of the 100 sampling points xi we each record 30 fluorescence
images for N = 5 different offset phases ∆φ.

Similarly to the PSI algorithm on the camera, the phases are obtained by cropping
the atom window, generating a signal mask and calculating the Fourier decomposition of
the averaged intensity pattern for each setting (xi, δφ). The signal mask and unwrapped
phases are shown in figure 3.6(a) and (b) respectively. When comparing the result to the
ones obtained by the PSI algorithm on the camera (figure 3.3), the significantly reduced
resolution and noisier data becomes apparent and imposes a serious challenge for the
accurate reconstruction of the wavefront. The unwrapped phases clearly deviate from a
perfect linear gradient in the y (or x) direction which is partially compensated by the use
of the RANSAC regressor effectively rejecting outliers. As opposed to the algorithm on
the camera, where the phases could be directly extracted, on the atoms we only measured
the phase of position xi with respect to the neighbouring position xi−1, or in other words
the shear. Stacking the apertures next to each other hence yields the discrete shear map
Sx in x direction, whereas stacking them on top of each other yields the shear map Sy in
y direction.

Figure 3.6: Phase recovery (a) In the region of interest we create a signal mask by
averaging over all runs and discard pixels below a certain intensity threshold
(black area). (b) Unwrapped phase after performing the Fourier decomposition
according to equation 3.8. The linear fit is only performed within the masked
region to obtain a single value for ∆φ. Compared to the results obtained on the
camera (figure 3.3), the signal is significantly more coarse and slightly distorted.

To recover the full phase map we have to adapt the fitting algorithm slightly, such that
the matrix A contains the shear contributions of each of the k Zernike polynomials for
each of the N points on the sampling grid. Since we measured the shear in both x and y
direction, we also have to compute the shear contributions of the Zernike polynomials in
those two directions yielding a matrix A of size (2N, k).

The two experimentally obtained shear maps Sx and Sy are combined into a flattened
(2N) vector s. The fitting is performed in the same way as on the camera by solving
A · y = s. A quick check of the dimensionality yields

dim[A] · dim[y] = dim[s] (3.10)
(2N, k) · (k) = (2N) (3.11)

which confirms that the solution y is indeed the Zernike coeffcient vector with k entries. For
reasons discussed in section 3.3.3 we use k = 21 polynomials to reconstruct the 800× 600
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phase map shown in figure 3.7 after removing offset and tilt. To cancel the aberrations we
wrap the phase map and project its inverse on the SLM together with the maps obtained
by the Shack-Hartmann algorithm and the PSI algorithm on the camera.

Figure 3.7: Phase map generation by Zernike fitting We combine the two shear maps
Sx and Sy and fit a set of 21 Zernike polynomials to derive a continuous phase
map (right). Light outside the circular aperture of the objective (dashed circle)
will not hit the atoms and only phases inside the aperture will contribute to
the aberrations on the atoms.

The PSI algorithm can of course be applied iteratively to sequentially reduce the aber-
rations. To improve upon the residual aberrations we hence perform it again using beam
1. Different centre positions of beam 1 and beam 2 on the SLM require slightly different
centre positions xi of the apertures on the SLM as well as slightly different gradients make
it necessary to also measure the aberrations for the second beam.

After these three runs of the PSI algorithm, we verify the success by measuring trap
frequencies of the optical tweezer trap generated by beam 1. We prepare 1+1 atoms
according to the deterministic preparation scheme described in section 2.2 and subsequently
modulate the power of beam 1 sinusoidally with a frequency Ω. If the modulation frequency
matches the resonance frequency of the parity-conserving Eho

0→2 transition in the harmonic
oscillator potential the atoms will be resonantly excited into the higher level. By spilling
a second time to the ground state, atoms in states other than the ground state will be
removed. After the second spill the remaining number of atoms is counted in the µMOT
(see section 2.3.1) where an excitation is detected as atom loss. Since we are measuring the
0 → 2 transition, the resonance frequency at which we detect the atom loss will be twice the
trap frequency. Figure 3.8 shows the measurement of the trap frequency with and without
the phase maps displayed on the SLM. Without the phase maps (blue squares), we observe
two prominent frequencies in the spectrum as opposed to a single resonance frequency
corresponding to theEho

0→2 transition. The appearance of two frequencies can be interpreted
as the broken radial symmetry induced by aberrations or other anisotropies. The respective
frequencies have been obtained via a Gaussian fit yielding 2ωx = 2π × (45.3 ± 0.2)kHz
and 2ωy = 2π × (47.1 ± 0.2)kHz respectively, where the choice of direction is arbitrary.
When we display all phase maps on the SLM the two peaks shift significantly to higher
frequencies 2ωx = 2π× (49.6±0.2)kHz and 2ωy = 2π× (51.7±0.2)kHz, but the anisotropy
of approximately ≈ 4% still remains. Since the anisotropy cannot be removed in the
aberration correction scheme, we do not exclude the wrong incident polarisation as a
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Figure 3.8: Trap frequencies and deterministic preparation after aberration cor-
rection (a) The sucessful aberration correction is confirmed by a measurement
of the radial trap frequency by means of atom-loss spectroscopy in a non-
interacting 1 + 1 system. When displaying the phase correction maps on the
SLM, the radial trap frequency (red) increases by ∼ 9% compared to the same
measurement (blue) conducted in the absence of correction maps. The aniso-
tropy of approximately 4% could not be removed. (b) Due to the aberration
correction the waist of the trapping beam decreased allowing more bound states
in the deeper trapping potential. For the same spill depth, more atoms can be
trapped and the preparation fidelity increases. The error bars indicate the
standard deviations as opposed to the standard error of the mean. The points
are connected to provide a visual guide to the eye.

potential cause. The resonance up-shift in the measured excitation spectrum corresponds
to an increase in trap frequency of ∼ 9%. Since the trap frequency scales anti-proportional
with the waist and we kept the optical power constant, the waist must have decreased by
∼ 9%. Readers unfamiliar with Gaussian traps are referred to the respective section A.2 in
the appendix. Not only does the radial trap frequency after aberration correction exceed
the one measured without phase maps, but the reduction of aberrations also manifests itself
in a lower ground state spill level as can be seen in the step plot in figure 3.8(b). After
applying the correction maps, the entire curve shifts towards lower spill depths signalling
that for the same optical power in beam 1, the potential now hosts several bound states.
By the same argument as before, the waist of the beam must have decreased. Whereas we
could only trap 1+1 atoms for a given optical power, our potential can now trap 4+4 atoms
for the same power (spill depth 1.9 a.u.). Moreover, the preparation fidelities increased after
applying the phase correction maps, which is reflected in the reduced standard deviations
on the steps. We can hence conclude that displaying the phase maps had a positive effect
on the homogeneity of the light field and reduced the aberration leading to a smaller waist
with a residual anisotropy remaining.

3.3 Precision, accuracy and future prospects

Quantifying the improvement due to the aberration correction is not trivial and should
hence be discussed in more detail. In the following we want to deduce an estimate of the
error of the presented technique and discuss deficiencies and possible improvements of the
algorithm.
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3.3.1 Accuracy of the wavefront reconstruction

Not only does the SLM enable us to correct measured aberrations on the atoms, but it
also allows us to introduce artificial aberrations to our system. While this appears silly
in any running experimental setting it actually offers an excellent bench-marking tool for
testing the capabilities of the technique. Concretely, we display a phase map with a known
Zernike coefficient and try to reconstruct it by performing the PSI algorithm on the atoms.
For testing purposes we choose an astigmatism with Zernike coefficient 5 and a magnitude
of 40[a.u.] and create the corresponding phase map (figure 3.9(a)top). Since the aperture
of the objective does not fully cover the entire active area of the SLM, we decided to only
display the astigmatism on a reduced 600 × 600 grid and thereby minimise artefacts due
to extrapolation issues of the regions that anyway lie outside of the aperture and are not
probed by the algorithm.

Figure 3.9: Bench-marking the aberration retrieval (a) Target phase map (top) with
astigmatism that has been displayed on the SLM in contrast to the recovered
phase map (bottom). The dashed circle illustrates the aperture of the objective.
(b) Zernike coefficients of the target map (blue) displayed on the SLM and
recovered phase map (red) from the atoms.

To obtain the phase map we followed exactly the same steps as before, recovered the shear
maps for both directions and fitted them using 21 Zernike polynomials. The result which
is shown in figure 3.9(a) shows unmissable deviations from the target phase map depicted
above which requires further interpretation. As opposed to comparing the two phase maps
by eye it is more meaningful to compare their respective Zernike coefficient vectors plotted
in figure 3.9(b). While the magnitude of the target astigmatism coefficient 5 is recovered
comparatively well with up to approximately 7% residual error, other coefficients deviate
much more significantly from the expected target value of zero. The defocus (Zernike
coefficient 3) could be attributed to a shift of the layer position of the 2D trap between
the runs, a behaviour which has been observed in previous experiments. The other non-
zero coefficients could either originate as a consequence of fitting instabilities, noise on the
signal from the atoms or from residual aberrations that have not been removed by the
initial aberration correction (see section 3.2.2). An even better and in particular basis-
independent measure to quantify the deviation between the target map and recovered

31



phase map is the root-mean-square (RMS) error3 which we compute by subtracting the
target and recovered phase maps point-wise and find a wavefront error of σrms ≤ λ/13.
The RMS error represents an average accuracy for the phase retrieval on the atoms. As
anticipated the peak-to-peak (pp) error of σpp ≤ λ/5 is significantly higher and thereby
sets an upper bound for the accuracy of PSI algorithm performed on the atoms. From
the RMS error we can calculate the peak intensity attenuation, usually referred to as the
Strehl ratio S via the Ruze relationship4 [57, 58]

S ≈ e−(2πσrms)2 (3.12)

which yields S = 0.80.
Of course, the accuracy also depends on the signal-to-noise ratio and consequently also

on the number of fluorescence image averages for a given setting (xi, δφ). Sub-sampling
the measurement dataset allows us to explore the effect of noise on the RMS error. We
generate batches consisting of n fluorescence images per setting and subsequently perform
our data analysis and waveform reconstruction. In a second step we compare the fitted
wavefront with the target astigmatism map and calculate the residual deviation in terms
of a root-mean-square error which is shown in figure 3.10. As expected, increasing the
number of averages improves the accuracy of the wavefront reconstruction measured by
the reduced RMS error. The error will eventually converge to a finite value where adding
an additional fluorescence image does not significantly change the averaged image used to
determine the phase. Due to the limited experiment time we only took nine fluorescence
images per setting for the bench-marking test as opposed to the 30 images for the actual
aberration correction.

Figure 3.10: Dependence of the RMS wavefront error on the number of averages
The root-mean-square wavefront error σrms decreases as the number of av-
erages, from which the phase is extracted, is increased. The data points are
connected to better illustrate the changing behaviour. The numerical preci-
sion is much smaller than the data points.

3RMSE[λ] = 1
2π

√
1
N

∑N
l=1(x

tar
l − xrec

l )2, where N = 6002 is the number of sampling points, xtar
l the

value at the of the target map and xrec
l the value of the recovered phase map.

4The approximation only holds for σrms ≤ λ/5. [57]
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3.3.2 Precision of the wavefront reconstruction

Not only the accuracy of the wavefront reconstruction represents an important measure
but also the precision which quantifies the statistical spread of different runs for the same
aberration function. Due to the limited runtime on the experiment we can only afford
to run the algorithm twice and estimate the variation by that, which is only statistically
significant in the limit of many repetitions. Measuring the induced astigmatism phase
map twice and calculating the difference between the two recovered phase maps results in
a precision of σrms ≤ λ/25. The measure can be understood as an upper limit for the
reproducibility of the wavefront reconstruction. Since the measurements were performed
on different days with other measurements in between, the value not only quantifies the
precision of the algorithm itself but also includes the experimental stability.

3.3.3 Choice and size of the basis set

To test the dependence on the size of the basis set we can compute the RMS error σrms

as a function of the number of Zernike polynomials m in the basis set. For each number
of Zernike polynomials we fit the recovered shear maps and calculate the RMS error with
respect to the target phase map. The result is shown in figure 3.11. If the basis set does not
even contain the coefficient of interest, which in our case is the coefficient 5 corresponding to
the astigmatism, the phase fitting can obviously not reflect the structure of the aberration
leading to a large wavefront error. The lowest value for σrms is found for the case when the
maximum coefficient included in the basis set equals the coefficient of interest. Usually the
aberrations in a practical setting are however unknown and hence the choice of the size of
basis set is not trivial. For our 10× 10 grid we observe a decrease in the RMS error in the
region between m = 5 and m = 21. Considering more than 21 Zernike polynomials again
leads to a gradual increase in the RMS error before it becomes numerically unstable at
m = 46. Choosing 21 Zernike polynomials has hence proven to be optimal as it maximises
the considered spatial frequency while still maintaining a small RMS error. Since only an
infinite set of Zernike polynomials forms a complete basis set, truncating the basis at a
filled radial configuration5 is also advantageous as it should maximise the symmetry of the
truncated basis.

Zernike polynomials are commonly used as a basis set due to their relation to the normal
modes of an aperture and we chose the rectangular version in accordance with our quad-
ratic sampling grid. However they are not always the best choice to model the measured
aberrations. Owing to the truncated basis and consequent loss of orthogonality the effect of
one Zernike polynomial can be compensated by another one. This leads to the well-known
Runge phenomenon [59] occurring when the size of the basis is too large with respect
to the number of discrete and equidistant sampling points. In this case, the amplitude
of the Zernike coefficients will be uncontrollably large and the reconstructed wavefront
will oscillate on the edges. Consequently, the accuracy of the wavefront reconstruction
diminishes. While more advanced non-equidistant sampling grids (Chebyshev sampling)
can circumvent this problem, there exists a much simpler solution for reliable wavefront
reconstruction. If the exact type of aberration is irrelevant to the end-user, who only wants
to achieve the best cancellation of aberrations, then an spline interpolation method might
be better suited and is currently under development. Since we are measuring shears as
opposed to the actual amplitude, the algorithm can be improved by considering additional
constraints to the wavefront. One such example would be the additional constraint that
emerges from the assumption of a continuous aberration function W (x, y). In two dimen-
sions the problem of phase reconstruction is overconstrained as multiple paths lead to the
same grid point. If we consider four adjacent grid points forming a rectangle one can im-

5Considering the lowest 21 Zernike polynomials includes all polynomials up to the fifth radial degree.
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Figure 3.11: Dependence of the RMS wavefront error on the size of the basis
set The ideal number of Zernike polynomials (21) minimises the root-mean-
square error σrms while maximising the spatial variation. Considering more
than 21 Zernike polynomials increases the wavefront error and the fitting
routine becomes numerically unstable at a coefficient of 46. The data points,
whose numerical precision is negligible, are connected to better illustrate the
changing behaviour.

mediately deduce that the curl of the shears much vanish within each rectangle. In other
words, shears along closed paths must add up to zero. While this constraint will generally
not be satisfied in the presence of noisy data, it may be used to improve the accuracy of
the phase map reconstruction.

3.4 Discussion

By using a combination of the Shack-Hartmann algorithm on the camera and iterative
applications of the PSI algorithm on the camera and atoms we have successfully demon-
strated a reduction of the wavefront error down to a level of accuracy of σrms = λ/13. The
increased isotropy of the trap and higher trap frequency also confirms the pursued goal to
better control the preparation and dynamics of the mesoscopic quantum system. While
the physical effects certainly proof the remarkable capabilities of the techniques, they each
come with their limitations.

While the Shack-Hartmann algorithm is limited in terms of the measurable displace-
ments, phase-shift interferometry on the other hand is incapable of measuring infinitely
large gradients. In fact the largest possible gradient g that can be measured and recovered
by the algorithm is g < π

d where d is the distance between neighbouring positions in the
sampling grid. If the gradient between adjacent sampling points is larger than π it is
unclear whether the gradient is positive or negative due to the phase unwrapping. This
bound is in fact reminiscent of the Nyquist-Shannon sampling theorem [60, 61, 62] which
is commonly used in the context of high-frequency signal generation or recording. Larger
gradients would lead to an aliasing effect and hence an incorrect reconstruction of the phase.
In accordance with this limitation we initially applied the Shack-Hartmann algorithm to
flatten the wavefront before progressing with the more evolved PSI algorithm. In general
subsequent reduction of the wavefront errors first on the camera and then on the atoms has
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proven to be advantageous. Iteratively repeating the algorithm until convergence ensures
that the maximum accuracy is achieved.

To better confine the atoms in the focal plane of the objective we additionally super-
imposed our 2D trap. However this implies that we did not only measure the optical
aberrations of the trapping beam but potentially also irregularities of the 2D trap. The
absence of the 2D trap did not lead to a significant deviation in terms of isotropy after
aberration correction which leads us to the conclusion that the main aberrations originate
from the beam path of the tweezer beam. The presented work was based on the assump-
tion that the measured fluorescence signal from the atoms exactly represents the intensity
distribution they are subjected to. Obviously, the population of the two wells is non-linear
with respect to intensity profile and the fluorescence signal at one point not only depends
on the intensity at this point but also on the intensity at all other points. Since we are
only measuring the movement of the fringe which is proportional to the injected phase δφ
the non-linear relationship between the intensity profile and the fluorescence image can be
neglected. Hence we conclude that the PSI algorithm produces resilient results as long as
the interference pattern and central fringe can be resolved adequately.

As opposed to the work by Zupancic et al. [5] we further demonstrated that an optical
lattice in the x-y-plane is not required and the interference signal can also be obtained
through recurrent averaging over the double well potential. Moreover, we used a spatial
light modulator as opposed to a digital mirror device and argue that any device able to
create two small beams that can be moved across the aperture and whose relative phase
can be varied is sufficient for the successful application of the algorithm.

Although Zernike polynomials are the common choice to construct a phase map, they
are not the best choice to model the measured data. For an optimal representation of
the data we suggest a spline interpolation, which is currently under development. Most
importantly, a spline interpolation does not rely on guessing the truncation of the basis,
but instead smoothly interpolates between the measured phases.

35



4 Collective excitations

Interacting quantum many-body systems behave fundamentally different than their non-
interacting counterparts due to their ability to react collectively to an external perturb-
ation. As opposed to the analytically solvable and well understood spectrum of a non-
interacting system, that is solely dictated by the external confinement and Fermi statist-
ics, interacting systems exhibit a rich spectrum of single-particle and collective excitations.
[32, 63]

Low-energy collective modes and their excitation spectra have been studied extensively
in both Bose-Einstein condensates [28, 64] and Fermi gases [6, 31, 65, 66] where they have
been used to probe the equation of state, hydrodynamic behaviour or scale invariance
at unitarity [67]. Their direct relation to the system’s response and velocity fields hence
renders them a versatile tool for exploring out of equilibrium quantum dynamics through
spectroscopic excitation measurements.

What distinguishes our study in the fermionic cold-atom platform described in section 2
from these, sometimes decade-old studies, is the finiteness of the system. Whereas previous
studies all worked in the macroscopic limit with ∼ 105 particles, we now aspire to reduce
the particle number by four orders of magnitude and explore the collective dynamics in
the mesoscopic limit. In this limit we not only intend to challenge the applicability of
hydrodynamics in small size systems, but also probe the limitation of the current theoretical
description of collective excitations.

4.1 Theory of collective excitations

Quantum many-body systems that are described by the BCS ground state 2.27 can exhibit
two fundamentally different types of excitations - single-particle fermionic excitations or
bosonic pair-like excitations. [32]

4.1.1 Single-particle excitations

The single-particle excitations can simply be described by the raising and lowering of the
the BCS state which has been discussed in section 2.2.2. For example, the operation

γ̂†k↑|ΨBCS⟩ = ĉ†k↑

∏
l̸=k

(
ul + vlĉ

†
l↑ĉ

†
−l↓

)
|0⟩ (4.1)

removes a pair with relative momentum (k ↑,−k ↓) and adds a single fermion with k ↑.
[32] The energy Ek associated with this process is exactly the result Ek =

√
ϵ2k + |∆|2

(2.25) found by diagonalising the mean-field BCS-Hamiltonian 2.24. This confirms the
intuitive picture that adding or removing a single fermion at an energy cost Ek creates a
quasiparticle with an excitation energy Ek . While the described operation is not particle
number conserving, it is also possible to excite the system by creating two unpaired particles
which consequently satisfies particle number conservation. One example of such a process
is the removal of a particle with a momentum k and adding it back at a different momentum
k′. Alternatively, pairs can also be excited into an orthogonal state with respect to the
ground state according to

γ̂†k↑γ̂
†
−k↓|ΨBCS⟩ =

(
vk − ukĉ

†
k↑ĉ

†
−k↓

)∏
l̸=k

(
ul + vlĉ

†
l↑ĉ

†
−l↓

)
|0⟩ (4.2)
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The associated energy of this orthogonal state lies 2Ek above that of the ground state. In
the BCS limit this corresponds to 2|∆| whereas in the BEC limit it is given by 2

√
µ2 + |∆|2.

[32]
All of the presented excitations, whether they are particle number conserving or not, are

limited to a single pair breaking up or even just a single fermion being added or removed.
Collective excitations on the other hand rely on the interplay between many of these pairs
which stimulate novel phenomena described in the following.

4.1.2 Collective excitations

In the derivation of the BCS ground state terms with non-zero centre-of-mass momentum
q ̸= 0 have been omitted. Allowing finite momenta q in the BCS formalism gives rise
to density fluctuations in addition to single-particle excitations, which are often referred
to as sound waves. Which type of excitations is dominating depends on the frequency
and momenta considered. At low frequencies the spectrum is characterised by a gapless
phononic dispersion with a slope which corresponds to the sound velocity as expected for
sound waves. At higher frequencies one finds a continuum of excitations as a result of pair
breaking into single-particle fermionic excitations (see section 4.1.1). [63] The threshold
frequency ωth which determines the onset of pair-breaking varies across the BEC-BCS
crossover and is generally given by [63]

ωth = min
k

(E+ + E−) with E± =

√(
ℏ2(q/2± k)2

2m
− µ

)2

+∆2 (4.3)

where E± is the energy of a quasi-particle excitation with momentum ℏ(q
2 ± k). By

construction the quasiparticle energy Ek = E+ = E− from equation 2.25 together with the
condition k · q = 0 minimises the expression 4.3 which yields the corresponding threshold
energy [63]

ℏωth =

2∆ for µ > 0 and ℏq < 2
√
2mµ

2

√(
ℏ2q2
8m − µ

)2
+∆2 for µ > 0 and ℏq > 2

√
2mµ or µ < 0

(4.4)

In the BCS regime and at unitary, where the first case in equation 4.4 applies, the minimum
of E++E− is at ℏ2k2

2m = µ− ℏ2q2
8m . In the BEC regime on the other hand, where the second

case applies, the energy minimum is found at k = 0. Intuitively, the threshold energy is
then the energy required to break a molecule with a binding energy of EB = 2|µ| into
two fermions, which carry a total momentum of q. [63] This "microscopic" threshold
frequency is directly related to the macroscopic Landau criterion if one defines Landau’s
critical velocity as

vc = min
q

ωth(q)

q
. (4.5)

While the phonon branch merges into the single-particle continuum in the BCS limit
already at low frequencies, it extends to much higher frequencies in the BEC limit. In
the latter it changes its characteristic linear dispersion of phonons to a quadratic disper-
sion reminiscent of free bosonic molecules with an energy ℏ2q2

4m and a mass of 2m. In the
intermediate regime around unitarity the phonon branch is expected to extend up to mo-
menta in the order of the Fermi momentum above which pair-breaking again dominates.
[63] Recent measurements by Biss et al. [68] confirm the described dispersion across the
BEC-BCS crossover.
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The low frequency excitations can be described by a redistribution of momenta owing
to collisions among constituents comparable to conventional sound. In a gas density fluc-
tuations can only be mediated by collisions whereas in a Fermi liquid interactions give
rise to additional non-trivial collective, but collisionless oscillations of the Fermi surface,
called zero sound which will not be of further interest and is only mentioned for com-
pleteness. [42] The excitation frequencies ω of collisional sound waves1 are much smaller
than the quasi-particle scattering rate τ−1 and in particular bounded by the Fermi velocity
vF = ℏkF

m . Consequently, the asymptotic behaviour of ωτ distinguishes the hydrodynamic
(ωτ → 0) from the collisionless (ωτ → ∞) regime. Probing the collective frequency ω can
thus act as an indicator for the applicability of hydrodynamic theory. [32, 42]

The structure of low-energy collective modes and the corresponding energy can be ob-
tained by considering variations in the quasi-particle distribution function nσ(r,p, t) ≡ n.
While not strictly necessary we can neglect fluctuations in the spin degree of freedom σ
for simplicity2. If the characteristic frequency ω is much smaller than the Fermi energy3

and the characteristic wavevector q ≪ kF much smaller than the Fermi wavevector, then
the distribution function can be treated semiclassically and follows a Boltzmann equation
of the form [42](

∂

∂t
+ ṙ

∂

∂r
+ ṗ

∂

∂p

)
n = −I[n] (4.6)

where the right hand side includes collisions between constituents via the collision integral
I. Since collisions conserve the particle number, momentum and energy, corresponding
conservation laws can be derived for the mass density, momentum density and energy
density by taking moments of the Boltzmann equation. In classical hydrodynamics con-
servation of mass yields the continuity equation, the conservation of momentum entails
the Euler equation and energy conservation an energy balance equation. In general the
hydrodynamic equations are under-determined, meaning that the number of degrees of
freedom exceeds the number of equations. The set of equations can however be closed by
introducing additional equations of state. [69]

If the system is subject to an external trapping potential, as is the case for our experi-
ment, the introduction of an additional energy (and length) scale imposes a set of boundary
conditions that fundamentally change the mode structure. The result is a discrete spec-
trum of low frequency collective modes whose structure is dictated by the symmetry of the
trap potential and perturbation.

In the following we consider an axisymmetric harmonic trapping potential of the form

V (x, y, z) =
m

2

(
ω2
xx

2 + ω2
yy

2 + ω2
zz

2
)

(4.7)

with ωx = ωy = ωr and ωz ≡ λωr which approximates the experimental situation found
for a focused Gaussian beam with an experimental anisotropy parameter λ ≈ 1/6. As
opposed to the harmonic potential the Gaussian potential only involves a finite number
of bound states above which one finds a continuum of scattering states. For low-lying
states in the Gaussian potential however, the harmonic potential should well approximate
the physical situation. Collective modes describe time-dependent deviations δn(r,p, t) =

1While the authors in reference [64] use the excitation energy of the collective mode as a reference, other
authors [7] use the trap frequency. Since the discrete collective modes are in the same order as the
trap frequencies and the distinction between the two regimes is a consideration of limits, we arbitrarily
choose the excitation frequency as a reference.

2Remember we are anyway working with a balanced spin-mixture of hyperfine states.
3In finite-size systems this might no longer be applicable as the Fermi erngy EF can well be in the order

of the confinement energy Eho.
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n(r,p, t)− n0(r,p) from the equilibrium distribution n0. The deviations can be rewritten
in terms of a trial function Φ following [70] as

δn(r,p, t) = n0(r,p)Φ(r,p, t). (4.8)

Linearising the Boltzmann equation in terms of the small oscillatory deviations δn results
in

n0

(
∂

∂t
+ ṙ

∂

∂r
+ ṗ

∂

∂p

)
Φ = −I[Φ] (4.9)

The time evolution of the space and momentum coordinates is given by the classical equa-
tions of motion

ṙ = v =
p
m

(4.10)

ṗ = −∂V
∂r

. (4.11)

The ansatz Φ for the collective modes can be expanded as a sum of a set of basis functions
ϕi and an oscillating prefactor

Φ(r,p, t) = e−iωt
n∑

i=1

aiϕi(r,p). (4.12)

The set of basis functions ϕi include terms of position and momentum in all three spatial
directions. The classical moments of the kinetic equation can be obtained by substituting
the expansion of collective modes 4.12 into the linearised Boltzmann equation 4.9 and
subsequently multiplying it by ϕi. Integrating out the position r and momentum p finally
results in a set of n linear equations of the coefficients ai for the collective modes. [71] The
determinants of the coefficient matrices containing the coefficients ai determine expressions
for the respective mode frequencies. The frequencies of the collective modes will generally
be of complex form ω = ℜ(ω)+iℑ(ω), where the real part corresponds to the frequency and
the imaginary part to the damping of the mode. [70] The collision integral I[ϕ] modifies
the bare mode frequencies to include terms proportional to an effective relaxation rate τ−1

of the collisions.
In general, the mode structure is complicated and only in some limiting cases and under

strict assumptions simple analytical expressions exist and modes decouple. The simplest
possible motion only requires first order terms4 of position and momentum in its basis and
describes only a simple sloshing motion, which can be associated with the dipole mode. [72]
Higher order terms5 that include products of position and momentum give rise to dynamics
beyond centre-of-mass oscillations. A full set of collective modes up to order n can be
found by considering all linearly independent solutions derived from sums of permutations
of nth order terms following the basis set expansion 4.12. It should be stressed that in the
theoretical derivation presented above no assumptions have been made about the system
other than it being a trapped gas with collisions. Without any quantum mechanics at play
it already predicts the collective mode structure and frequencies. While our derivation
using the Boltzmann equation did not rely on the assumption of a condensed Bose gas
that can be described by the Gross-Pitaevskii equation (GPE), the same collective mode
structure can be derived from a hydrodynamic formulation of the GPE (see appendix A.3).
Our classical approach is in this sense more universal as it does not assume a macroscopic
wavefunction and also permits deviation from the hydrodynamic limit. It does however

4first order basis: ϕ1 = r and ϕ2 = pr or ϕ1 = z and ϕ2 = pz
5second order basis: e.g. ϕ1 = x2 + y2, ϕ2 = xpx + ypy, ϕ3 = p2x + p2y and ϕ4 = p2z
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assume that position x and momentum p are well-defined quantities at all time which is
certainly not the case when taking the uncertainty principle into account. At this point it
is worth noticing that the classical kinetic theory derivation and derivation via the GPE
yield the same result, indicating that without further considerations the collective modes
cannot be used to make statements about the quantumness of the system.

While the above derivation did not rely on the assumption of hydrodynamics it is useful
to first consider the hydrodynamic limit to describe the dynamics of the modes and estab-
lish common terminology. In this limit the symmetry of the potential allows the deviation
function Φ to be expanded as a product of a radial part and the spherical harmonics depend-
ing on the angular momentum degree l = 0, 1, 2... and its orientation m = −l, ..., 0, ..., l.
In the axisymmetric case the third component of the angular momentum mz ≡ m remains
a good quantity, however the dispersion law will now also depend on m [30]. For m = ±l
and m = ±(l − 1) the solutions of the deviation function are the simple products of the
form [30]

Φ(r, θ, ϕ) = rlYlm(θ, ϕ) (4.13)

whereas for m = 0 coupling terms will arise due to the deviation from the spherical
case. Owing to the expansion in spherical harmonics the l = 0 mode is referred to as the
monopole mode, the l = 1 as dipole modes and l = 2 as quadrupole modes and so on.
The following discussion is limited to those (l ≤ 2) low-lying excitations. For the simple
solutions (m = ±l,±(l − 1)) the corresponding frequencies of the collective modes are
[7, 63]

ω(m = ±l) =
√
lωr (4.14)

and

ω(m = ±(l − 1)) =
√
(l − 1)ω2

r + ω2
z . (4.15)

Dipole modes The dipole modes (l = 1) can be associated with displacements from
the equilibrium position in the respective spatial directions with oscillation frequencies
ωD(m = ±1) = ωr in the radial and ωD(m = 0) = ωz in the axial direction. This is
exactly the result expected for a harmonic oscillator potential. This coincidence of the
hydrodynamic and harmonic oscillator frequency reaffirms that centre-of-mass oscillations
are not affected by interactions.

Quadrupole modes The radial quadrupole modes (m = ±2) are described by a velocity
field v ∝ ∇(x ± iy)2 and their macroscopic motions can be described by an alternating
elongation of the system in the x-y plane while the volume remains constant. Since the
volume remains constant the mode is independent of the equation of state in the limits of
our assumptions, which renders it an excellent probe for studying hydrodynamics. In the
hydrodynamic limit the frequency is simply ωhd

Q (m = ±2) =
√
2ωr. In the collisionless limit

one can consider determinant equations6 derived from the moments of Boltzmann equation
and find ωcl

Q(m = ±2) = 2ωr. It should be stressed that in this limit the expansion 4.13
no longer holds but the Boltzmann approach is still valid.

Quadrupole modes with m = ±1 are described by a velocity field v ∝ ∇(xy) and
exhibit a scissor like motion, meaning an oscillating deflection of the elongated cigar-shaped
system around the z axis. Following equation 4.15 one immediately obtains ωhd

Q (m =

±1) =
√
ω2
r + ω2

z in the hydrodynamic limit. Evaluating the determinant equation for the
collisionless limit yields two frequencies ωcl

Q(m = ±1) = |ωr±ωz|. Again in the collisionless
limit the scissors modes are no longer meaningful eigenmodes of the system.

6(ω2
Q − 4ω2

r

)
+ iωr

τ

(
2ω2

r − ω2
Q

)
= 0
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hydrodynamic collisionless
dipole modes
(l = 1,m = ±1)

ωD = ωr ωD = ωr

scissors modes
(l = 2,m = ±1)

ωQ =
√
ω2
r + ω2

z ωQ = |ωr ± ωz|

radial quadrupole modes
(l = 2,m = ±2)

ωQ =
√
2ωr ωQ = 2ωr

radial compression modes
(l = 0,m = 0 ↔ l = 2,m = 0)

ωcomp =
√
2(γ + 1)ωr ωcomp = 2ωr

Table 4.1: Frequencies of collective modes The labelling in terms of l and m refers to
the expansion of the collective modes 4.13 in spherical harmonics with respective
angular components. For m = 0 the axisymmetric potential entails a coupling
between the l = 0 and l = 2 modes whose superposition again describes an
eigenmode of the system. The list is not complete as more modes exist.

In the presence of an axisymmetric trap (as opposed to a spherical trap) the l = 2, m = 0
quadrupole as well as the l = 0, m = 0 monopole modes couple and are consequently
no longer eigenmodes of the system. However their superpositions are eigenmodes that
can be described by the velocity field v ∝ ∇

[
a(x2 + y2) + bz2

]
. Since the velocity field

is symmetric with respect to the major axis their dynamics are solely described by the
expansion and contraction in the radial and axial direction which justifies their name
as compression or breathing modes. The in-phase breathing mode is characterised by a
simultaneous compression in the radial and axial direction whereas for the out-of-phase
breathing the gas is compressed in the radial direction while expands in the axial direction
and vice versa. In the hydrodynamic limit the frequency of the radial compression mode
is given by ωhd

rad.comp =
√

2(γ + 1)ωr. Due to the compressional character the frequency
of the mode now depends on the equation of state which relates pressure p and density
ρ. Here we assumed a polytropic relation p ∝ ργ+1 between the two quantities with the
power-law coefficient γ. In the collisionless limit one again finds ωcl

comp = 2ωr for both
modes. Figure 4.1 schematically shows the motions of the low-lying collective modes with
their respective frequencies summarised in table 4.1.

Since compression modes explicitly probe the equation of state, bulk properties such as
compressibility or bulk viscosity can be determined by its measurement. The compres-
sional character of these modes also manifests itself in a non-vanishing divergence of the
velocity field v. The radial quadrupole mode on the other hand is a pure surface mode
whose divergence of the velocity vanishes7. Since the divergence free modes do not depend
on the internal bulk properties8 but explicitly evaluate the shearing response, they act
as an excellent probe to study hydrodynamics. [63] Hence the surface-like radial quad-
rupole mode (l = 2,m = ±2) will be the central element in the experimental study of
hydrodynamics presented in section 4.2. It should be stressed that hydrodynamic beha-
viour does not imply superfluidity. Hydrodynamics can occur both above and below the
transition temperature for a superfluid and in particular the hydrodynamic equations are
identical for superfluid and inviscid, classical collisional hydrodynamics under the current
considerations. [32] How superfluidity can still be probed using collective modes will be
discussed in section 5.3.

Only in the hydrodynamic limit the collective modes exhibit a simple mode structure
with frequencies that can be calculated analytically. However, when deviating from this
limit by for example allowing for finite relaxation times the modes described above are

7∇ · (∇(x± iy)2) = 0
8if interactions are weak and treated in a mean-field approach.
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Figure 4.1: Motion of collective modes in the hydrodynamic limit (a) Radial dipole
modes (l = 1,m = 0) (b) Radial quadrupole mode (l = 2,m = ±2). The second
quadrupole mode is turned by 45◦. (c) xz and yz scissors modes (l = 2,m =
±1) (d) Radial breathing mode as a consequence of the coupling between the
l = 0,m = 0 and l = 2,m = 0 modes. The blue arrows schematically depict
the movement of the system and the respective densities are not to scale.

no longer necessarily eigenmodes and one has to fall back to the Boltzmann approach.
Also this approach looses its validity if the interaction cannot be treated in a mean-field
picture anymore. Various theoretical techniques [70, 73, 74] have been developed to include
corrections for the neglected kinetic energy rendering the correct description increasingly
difficult. One important correction is the so called sum rule approach [73]. It treats
the effects of the kinetic energy that has been neglected in the hydrodynamic limit by
perturbatively expanding to first order in the ratio between the kinetic and harmonic
oscillator energy. For the radial quadrupole mode this correction yields [30]

ωQ(m = ±2) =
√
2ωr

(
1 +

Ekin

Eho

) 1
2

(4.16)

In fact the sum rule approach also includes the collisionless result ωcl
Q(m = ±2) = 2ωr in

the absence of any interaction when Ekin = Eho.
As discussed above this simple description of collective modes only applies in limiting

cases. Hence, we expect the theory to recover some of the qualitative features of the excita-
tion spectrum, while others may not be understood by treating the system macroscopically.
In this case, only a full microscopic treatment in terms of collective quasi-particle excita-
tions in the presence of a trapping confinement has the potential to correctly describe all
features.
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4.1.3 Finite size effects

In the description presented above we assumed a macroscopic system or at least that the
respective macroscopic quantities are well defined. But when the number of particles is
reduced drastically the macroscopic description looses its validity and the finiteness of
the system plays an important role. If the system can locally be approximated by the
homogeneous system then the local density approximation (LDA) can be applied. In this
case the energy density of the trapped gas is locally given by the energy density of the
homogeneous system and the kinetic energy term can be neglected. The condition in which
the LDA holds is referred to as the Thomas-Fermi limit which is formally given by [63]

Na

aho
≫ 1 (4.17)

where N is the particle number, a the scattering length and aho the harmonic oscillator
length. The Thomas-Fermi approximation can also be derived more rigorously in the
context of Bose-Einstein condensates where it emerges as a consequence of the neglected
kinetic energy pressure term, but thinking of it in terms of locally homogeneous system
provides a more general picture. Interestingly, the approximation finds its classical ana-
logue in the hydrodynamic assumption that the molecular mean-free path is much smaller
than the system size and the system is in local thermodynamic equilibrium. [75]

However for our small deterministically prepared systems the confinement energy will
be in the order of the Fermi energy and the approximation of well separating energy and
length scales no longer holds. Hence we expect deviations from the LDA depending on the
choice of interaction parameters and number of particles. At unitary (η = 0) however the
average interatomic distance sets the only length scale in the system. Consequently, it can
be assumed that at unitarity hydrodynamics can be applied for all wavelengths larger than
the inverse Fermi wave vector k−1

F . While the presence of a trapping potential modifies
this condition by the introduction of the additional length scale, hydrodynamic theory is
most successful close to unitarity. [32, 63]

In classical finite-size systems another interesting phenomena occurs. In a confined
system the number of particles sets an upper bound for the number of collective modes via
number of degrees of freedom. Consider for example a mass-spring chain of N particles,
which are coupled with equal spring constants. The system is assumed to be trapped in a
box by imposing hard walls on either side of the container, which the last spring is connected
to. Then, there are only a finite number of collective oscillations or normal modes that
can be excited. Similarly, the number of normal modes of molecular vibrations are also
bound by the degrees of freedom giving rise to the classical stretching and bending motions
associated with vibrational excitations. [76] The application of this classical expectation
to collective modes in mesoscopic cold quantum gases remains unclear and requires further
exploration.

4.2 Observation of the quadrupole mode in a mesoscopic
quantum system

Surface modes, and in particular the radial quadrupole mode, are well suited to study
the applicability and limits of hydrodynamic theory, as they directly probe the shearing
response of the system. [63] Our finite-size system with free tunability of the particle
number offers an ideal test bed to study the connection between the macroscopic picture
of a collective motion to the breakdown of hydrodynamics where microscopic effects become
important. In this chapter the experimental observation of the radial quadrupole mode in
a mesoscopic Fermi system is presented.
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4.2.1 Experimental sequence

The starting point for the experiment will be a deterministically prepared system of N+N
atoms in the fermionic ground state of the Gaussian potential after the spilling procedure
described in section 2.1.3. The entire experimental sequence is schematically depicted in
figure 4.3. Independent of the number of atoms prepared, the optical power of beam 1 is
ramped back up to the pre-spilling value to keep the trap depth and trap frequencies the
same for all atom numbers ensuring the comparability of the measurements. The Gaussian
beam shape translates to a cigar-shaped optical potential (compare section A.2) which is
characterised by a radial trap frequency of ωr = 2π×(27.3±0.1)kHz and an axial frequency
of ωz = 2π × (4.09 ± 0.02)kHz. The former was derived from the sloshing motion in the
trap (see figure 4.4), whereas the latter has been obtained via amplitude modulation (see
figure A.2). The corresponding ratio λ = ωz

ωr
≈ 1/6.7 ≪ 1 between axial and radial trap

frequency justifies the assumption of an axisymmetric trap in the theoretical derivation of
collective modes.

The actual experiment starts after the deterministic sample of N + N atoms has been
prepared and the optical power is restored to the pre-spilling value. Within 15ms we ramp
the magnetic offset field to the desired value B where the quadrupole excitation should
be performed. By changing the magnetic offset field we effectively tune the interparticle
scattering length a and thereby the binding energy between EB = 0.2...3.1ℏωr. All two-
body binding energies given in this thesis are calculated numerically for our trap geometry
following reference [77]. Since we are starting at the high field side of the Feshbach reson-
ance, at 800G, the scattering length remains negative and the interaction will be attractive
(see figure 2.6). When adiabatically ramping over the Feshbach resonance the atoms fol-
low the molecular branch and form bosonic molecules. Albeit their attractive interaction,
fermions still obey the Pauli exclusion principle, which becomes less important the tighter
the molecules get and the more the two fermions can be described as a quasi boson. In
this framework it seems possible to create arbitrarily tight molecules by ramping down
the magnetic field, however the lifetime decreases due to three-body losses which limit the
minimum magnetic field to about 630G (EB ∼ 3ℏωr) for our small systems. To compensate
for the gravitational drag we additionally apply a slight axial gradient of 0.56G/cm by ad-
justing the relative current through the coils9. Due to the small mass of 6Li however, the
gravitational correction is minuscule and further gravitational effects can be completely
neglected throughout the experiment.

To extract the many-body excitation spectrum we introduce a periodic perturbation
ĤQ(t) = ĤQ(t+ T ) with an excitation frequency Ω = 1/T for a given number of cycles n.
If the perturbation frequency is sufficiently close to a resonance10 of an allowed transition to
another many-body quantum state |e⟩ within the accessible Hilbert space the system will be
excited with a finite transition probability depending on the coupling strength ⟨e|Ĥ(t)|g⟩.
The resulting deviation from the ground state due to the perturbation can afterwards be
measured by spilling a second time to the initial preparation configuration. By changing
the modulation frequency Ω we can thereby extract the full excitation spectrum.

Since we intend to excite the quadrupole mode, the respective perturbation operator
must exhibit quadrupolar symmetry in the radial direction. In the experiment we achieve
the quadrupole perturbation by modulating the shape of the optical potential with the
respective frequency. In addition to beam 1, that has been used for parts of the evaporation
and deterministic preparation, we now also ramp on the second beam. On the SLM we
project two superimposed circular apertures for beams 1 and 2 respectively, where the first
aperture only leads to the transformation of the Gaussian beam 1 to the respective airy
disk. Within the second aperture we additionally add a second order phase winding which

9Observe that this value deviates from the expected value of dB/dz = mg/µB = 1.06G/cm.
10in terms of the width of the resonance
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transforms the initially LG0
0 Gaussian beam into an approximately LG2

0 Laguerre-Gaussian
beam11. The interference of the two overlapping beams (compare figure 2.5) leads to an
elliptical deformation of the Gaussian shape for small powers of beam 2. By periodically
modulating the power of the second beam we can periodically change the Gaussian light
field into an elliptical light field and back. The direction of the major and minor axis of
the ellipse is given by the relative phase alignment between the two beams.

Figure 4.2: RF setup Two arbitrary waveform generators (FG 1 and FG 2) provide the
110MHz signal to drive the AOMs. The second RF frequency is modulated
with a n-cycle long absolute sine waveform at 2Ω. By additionally modulating
the phase of second 110MHz RF signal with a frequency Ω we achieve an
alternating elongation of the intensity profile in the x and y direction in the
Fourier plane of the superimposed beams.

Experimentally, beam 1 and beam 2 can be individually tuned by two 110MHz AOMs
that are controlled by the RF setup depicted in figure 4.2. A function generator12 (FG 1)
provides the necessary 110MHz sinusoidal driving frequency for the first AOM which leads
to the in-coupling into the beam 1 fibre that exists on the setup depicted in figure 2.4. A
second function generator (FG 2) is used to provide the 110MHz driving frequency for the
second AOM altering beam 2 similarly to beam 1. In contrast to FG1, its output frequency
is not directly connected to the AOM, but is instead modulated by a RF mixer13. The
modulation signal is derived from third frequency generator (FG 3) and has the form of
an absolute sine with a frequency of 2Ω with typically n = 2 · 24 cycles. This results in a
periodic driving of the beam 2 power which translates to the deformation of the Gaussian
intensity profile to an elliptically shaped profile and back to a Gaussian with a frequency
of 2Ω. To achieve an alternating elongation in the x and y direction the phase of the RF
signal of the second beam is jumped between 0 and π at a frequency Ω. The 10MHz clocks
of the two function generators providing the RF are synchronised to ensure the relative
phase stability. The start of the quadrupole oscillation burst is triggered digitally by the
experimental control software.

Together, this setup generates the desired quadrupole oscillation of the light field in the
Fourier plane of the SLM with a frequency of Ω. For low frequencies Ω < 10Hz we can

11Due to the finite aperture the actual outgoing beam will be a convolution of the LG2
0 and an airy disk

of respective aperture radius.
12 RIGOL DG4162 Arbitrary waveform generator
13Mini-Circuits Frequency mixer ZX05-5-S+
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confirm on the camera that the intensity indeed performs the desired quadrupole motion.
Although we could in principle trigger the image acquisition and thereby also confirm
the quadrupole oscillation for high frequencies, the experimentally relevant frequencies Ω
exceeds the inverse of the exposure time and hence we would only capture an average im-
age. For high frequencies (∼ 10kHz), the correct behaviour and frequency of the beam 2
power can be confirmed by monitoring the power on a photodiode both before and behind
the SLM. For low frequencies (∼mHz-Hz) we have observed phase fluctuations manifest-
ing themselves in random changes of the angle of the ellipse. Given their slowness and
random character, these phase fluctuations can most likely be traced back to temperat-
ure fluctuations of the high-power fibres and become irrelevant on the short timescales
of the quadrupole perturbation of a few hundred micro seconds. Since the frequency of
the perturbation is in the same order as the 400kHz PID loop an active stabilisation of
the absolute sine modulation in not feasible and instead we only ramp the power to fixed
value. The perturbation leads to an increase in power by approximately 5% measured on
the photodiode after the SLM. While in the radial direction the interference and elonga-
tion do not alter the average trap strength, a small compression is performed in the axial
direction.

Under the perturbation the initial system in the ground state will increasingly populate
an excited many-body quadrupole mode. After the perturbation has been switched off,
we adiabatically ramp the magnetic offset field back up to 800G. The finite population
of the excited quadrupole mode should now manifest itself in the occupation of higher
excited levels of the harmonic oscillator. Spilling a second time to the initially prepared
configuration removes the atoms occupying these higher levels. The remaining atoms are
counted in the µMOT (see section 2.3.1) where excitations reveal themselves in atom loss.
By repeating the experimental sequence we statistically sample the probability distribution
for each chosen values of Ω to measure the expectation value of the number operator ⟨N̂⟩
and obtain the full excitation spectrum.
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Figure 4.3: Experimental sequence on different time scales After the deterministic
preparation of the N + N ground state the magnetic offset field is ramped
to probe a corresponding interaction strength. The quadrupole oscillation is
achieved by modulating the power of the second beam in an absolute sine fash-
ion at a frequency of 2Ω and simultaneously jump the phase with a frequency
of Ω. A second spill projects the final state back onto the ground state. An
occupation of higher levels of the harmonic oscillator potential with respect to
the ground state manifests itself in atom loss that can be detected by counting
the remaining atoms in the µMOT.
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4.2.2 The non-interacting case

Before we start exploring the physics of collective modes, which are inevitably connected to
the interaction between individual constituents, we record the reference spectrum for the
non-interacting case. Experimentally this is achieved by preparing the 1 + 1 system using
the deterministic preparation scheme presented in section 2.1.3 and tuning the magnetic
offset field to the zero crossing of the scattering length at B = 568G. Measuring the average
atom number after 24 quadrupole cycles for excitation frequencies between Ω = 2π×10kHz
and Ω = 2π × 65kHz yields the non-interacting excitation spectrum shown in figure 4.4.

Figure 4.4: Non-interacting quadrupole spectrum After preparing 1+1 atoms at the
zero crossing of scattering length at 568G we vary the quadrupole modulation
frequency Ω and record the average atom loss after 24 driving cycles. Each data
point corresponds to the average atom number derived from 90 experimental
runs with the standard error of the mean represented by the error bar.

The spectrum features two distinct peaks at Ω1 = 2π × (27.3 ± 2.9)kHz and Ω2 =
2π × (52.3 ± 3.7)kHz where the second value denotes the width of the resonance derived
from a Gaussian fit. The first resonance can be identified with a centre-of-mass oscillation
with a frequency of ωr. In an ideal experiment we would not expect to observe such a slosh-
ing motion, as it implies that the atoms either experience an anisotropic trapping potential
or that the quadrupole perturbation is asymmetric. Possibly, beam 1 and beam 2 do not
perfectly overlap in the atom plane, or the remaining aberrations lead to deviation from
the radial symmetry albeit our efforts to cancel them as explained in section 3. In fact, we
measured a slight anisotropy of 4% even after the aberration correction (see section 3.2.2)
and also observe a double peak feature on the dipole resonance obscured by the Gaussian
fit in figure 4.4. The second dominating peak is located at approximately Ω ≈ 2ωr and
can consequently be identified with the allowed parity-conserving E0→2 transition in the
Gaussian potential. The modulation of the total power due to the additional perturba-
tion beam leads to the excitation that results in the observed atom loss. The outlier at
Ω ≈ 0.5ωr can presumably be traced back to the excitation scheme, where a small power
difference between the individual absolute sine periods in combination with a relative beam
displacement could lead to a centre of mass motion with a frequency of 2Ω. But since the
amplitude and width is comparatively small and the resonance is well separated in energy
with respect to the dynamics of interest, its contribution can be neglected in the following.

Furthermore, the non-interacting measurement allows us to determine the anharmonicity
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defined by the energy difference of the E0→1 and E1→2 transition in the Gaussian potential
according to

E0→1 − E1→2

E0→1
= 2− Ω2

Ω1
≈ 8%. (4.18)

For the following discussions we define the frequency of the sloshing mode as the radial
trap frequency ωr.

4.2.3 The many-body limit

Experimentally, we start exploring the many-body limit by preparing 80 + 80 atoms and
measuring the average atom number after the quadrupole excitation for modulation fre-
quencies between Ω = 2π × 10kHz and Ω = 2π × 70kHz and a certain offset magnetic
field B. The right plot in figure 4.5 shows such a single spectrum for an offset field of
B = 676G. We vary the magnetic field between 636G and 1000G and record a sequence
of spectra, which can be stacked to the combined left plot in figure 4.5. It depicts the
change of the spectrum when varying the dimensionless interaction parameter η = 1/(kFa)
across the BEC-BCS crossover, where each column corresponds to a single spectrum. It
should be pointed out, that the width of the columns does not reflect the uncertainty of
the interaction parameter but is an artefact of the limited scanning resolution14.

Figure 4.5: Quadrupole excitation spectrum across the BEC-BCS crossover for
80+80 atoms Each column in the left plot corresponds to an atom-loss spec-
trum comparable to the one for B = 676G depicted on the right. The reduced
atom number on the resonances is indicated in red in contrary to the unaf-
fected atom number elsewhere represented in blue. As the interaction para-
meter η = 1/(kFa) and binding energy decreases further towards the BCS side,
we observe a downshift of the quadrupole frequency accompanied by a broad-
ening of the resonance. At around η ≈ −0.35 the spectrum exhibits a "jump"
to a collisionless branch where the resonance frequency is Ω ≈ 2ωr. Far in the
BEC regime we are experimentally limited by three-body losses manifesting
themselves in an overall reduced atom number.

The most prevalent feature of the spectrum is a broad resonance for positive interaction
parameters (red atom loss in the left plot in figure 4.5). On the basis of the symmetry of the

14Each data point represents the mean atom number derived from 30 experimental repetitions. Given the
experimental cycle rate of 5.3 seconds, taking a single spectrum takes about two hours.
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quadrupole perturbation operator we argue that the resonance results from the excitation
of the celebrated radial quadrupole mode. Only at around η ≈ 0.13 the measured resonance
frequency ωexp

Q = (1.41 ± 0.01)ωr, which has been derived from a Gaussian fit shown in
figure 4.5, coincides within one standard deviation with the theoretical expectation of
ωth
Q =

√
2ωr. Since the quadrupole mode with its surface character explicitly probes

hydrodynamic shearing and the deviation is less than 1% with respect to the theoretical
value expected for the purely hydrodynamic regime, we interpret the measurement result
as an indicator for the potential hydrodynamic behaviour of the system in this interaction
regime. As the interaction parameter η is increased the mode frequency departs from the
hydrodynamic value and shifts upwards towards the collisionless value of ωth

Q = 2ωr far
in the BEC limit. Above η = 0.5 corresponding to a binding energy of EB ≈ 2ωr we are
experimentally limited by three body losses, which also manifest themselves in a generally
reduced atom number independent of the modulation frequency. To account for the atom
losses we normalised the excitation spectrum with respect to the detection probability as
opposed to the initial preparation atom number. Throughout the majority of the spectrum
the resonance frequency of the quadrupole mode is not constant and most likely depends
on the equation of state implying that the pure surface-like character of the mode is
lost. For large positive interaction parameters the transition between the hydrodynamic
and collisionless regime is continuous15 as there is no phase transition involved. Below
η = 0.13 the resonance frequency shifts even further down than the theoretical minimum
of

√
2ωr (grey dashed line) which renders this region around unitarity one of the most

peculiar parts of the spectrum. On the BCS side at η < −0.35 the mode seems to vanish
and the resonance frequency instead jumps to a value of Ω ≈ 2ωr. This agrees well with
the expectation that the small binding energies are not sufficient to support the collective
quadrupole mode, which instead is found in the collisionless branch.

Apart from the resonance frequencies we also extract the damping from the width of the
Gaussian fit of the resonance shown in figure 4.6. For consistency we follow the same nota-
tion as other authors [6, 31] and choose to express the damping in terms of an exponential
damping rate κ of the quadrupole oscillation assuming the latter follows

⟨x⟩ ∼ e−κt cos(ωQt). (4.19)

From the width σ of the Gaussian fit we calculate the factor Q = ωQ/∆ωQ taking into
account that the relation between the full width at half maximum and the standard devi-
ation is given by ∆ωQ = 2

√
2 ln 2σ. The Q factor is directly related to the damping rate

via

κ =
ωQ

2Q
=

√
2 ln 2σ. (4.20)

Across a wide range in the BEC regime where η > 0 we observe a comparatively small
damping rate, whereas it increases rapidly on the BCS side before it drops again for
η < −0.5. The rapid increase in the damping coincides with the downbending of the branch
below the hydrodynamic prediction and sudden jump in resonance frequency. Since the
width of the resonance may be altered by amplitude broadening effects, it only constitutes
an upper limit for the damping. Hence, we waive a quantitative analysis and focus on the
qualitative comparison instead.

Comparison with experiment

Although we suggestively referred to 80+80 atoms as the many body limit, the atom num-
ber is still two orders of magnitude smaller than in a comparable experiment performed

15to the precision of our measurement
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by Altmeyer et al. [6]. As a consequence we find in addition to few similarities also sig-
nificant qualitative and quantitative deviations, which require further discussion and hint
at how the system size affects the mode. Figure 4.6 shows the fitted quadrupole resonance
frequencies (red) and damping rates (blue) of our measurement and the data (black) ob-
tained by Altmeyer et al. for comparision. Compared to our experiment, the larger system

Figure 4.6: Comparison of the resonance frequencies and damping across the
BEC-BCS crossover The fitted quadrupole resonance frequencies (red
circles) and corresponding damping rates (blue circles) in our system of
N = 80 + 80 atoms exhibit significant deviations from the results obtained
by Altmeyer et al. [6] (black points), who studied the radial quadrupole mode
for N = 4× 105 atoms. Although we also observe a downshift of the resonance
frequency below the hydrodynamic result towards the BCS regime which is
accompanied by an increase in the damping, the downshift occurs for higher
interaction parameters in our case. Since our damping rates are extracted from
the resonance widths they constitute an upper bound and are significantly lar-
ger than the results obtained by Altmeyer et al. [6]. The error bars indicate
the standard error of the mean.

size in the Altmeyer et al. study permits much higher Fermi momenta and consequently
can cover a wider range of interaction parameters. Our study on the other hand shows
the qualitative features "squeezed" on a smaller range of interaction parameters. In par-
ticular, they also observed a down-shift of the quadrupole resonance frequency below the
hydrodynamic prediction of

√
2ωr, but in their system it occurs further on the BCS side

at around η ∼ −0.75. Contrary to their macroscopic study we do not observe a stable
"hydrodynamic plateau" in the sense, that there exists an extended region where the res-
onance frequency remains constant at ωQ ≈

√
2ωr. We only find the predicted square-root

of two value between 0.15 < η < 0.25 and hence recover the purely hydrodynamic result
in a much smaller regime. Outside of this interaction range however, the theory of ideal
hydrodynamics cannot explain the measured collective frequencies.

Most likely, only a combination of different effects can explain the discrepancy between
our data and the results obtained by Altmeyer et al. In our system the interaction strength
at which the quadrupole mode frequency exhibits the jump occurs closer to unitarity,
whereas the mode extends further into the BCS limit in the large system of Altmeyer et
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al. containing N = 4 × 105 atoms. One explanation for the found discrepancy could be
the significantly higher temperature of the sample of T ≤ 0.1TF compared to our system16.
However, it seems unlikely that a higher temperature stabilises the mode, such that it
extends further into the BCS regime, where the binding energy is significantly smaller.
More plausibly, the shifted disappearance of the quadrupole mode is associated to the
reduced Fermi energy with respect to the confinement energy of the harmonic trap in our
system. Altmeyer et al. report a Fermi energy of EF = 41.7ℏωr [6], whereas the Fermi
energy in our system is approximately an order of magnitude smaller EF = 4.3ℏωr and in
particular in the same order as the confinement energy. In a system with a smaller Fermi
energy, the phononic branch, which is expected to extend to about the Fermi momentum
[63] is accordingly shorter and the system cannot even host the lowest frequency phononic
excitations such as the quadrupole mode.

The evolution of the damping rate across the BEC-BCS crossover displays qualitative
similarities to the Altmeyer et al. study, as for example the strong increase towards the
BCS side during the downshifting below the hydrodynamic

√
2ωr resonance frequency.

However our data does not reproduce the increase in damping deep in the BEC limit,
which may either not exist in our system or be shadowed by the amplitude broadening. In
the macroscopic limit the increased damping far in the BEC side can be understood as an
increased susceptibility to heating by inelastic processes [6]. Deep in the BCS regime for
η < −0.5, the damping of the collisionless resonance decreases again, but stays above the
resonance widths of the collective branch, which is comparable to the qualitative evolution
found by Altmeyer et al.

Comparison with theory

To explain the unexpected behaviour of the shifting quadrupole resonance frequency and
sudden "jump", multiple theoretical models have been developed, which shall be discussed
in the following.

The square-root of two value for the resonance frequency of the quadrupole mode is only
obtained in the ideal hydrodynamic limit where changing interactions have been neglected.
Obviously, the change of interactions across the BEC-BCS crossover plays an essential role
in the description of the system, which can be treated in a first-order correction. Menotti
et al. [78] derive a theoretical expression for the resonance frequency of a normal Fermi
gas in a mean-field approach using the local density approximation (LDA). The effect
of interactions is parameterised in the ratio χ = Eint/Eho between the interaction and
harmonic oscillator energy. From a virial theorem of the form

2Ekin − 2Eho + 3Eint = 0 (4.21)

it can be shown [7] that the interaction ratio is approximately χ ≃ 0.3kFa = 0.3η−1

for trapped Fermi gases with Fermi momentum kF =
√

2m(3N)1/3ωho/ℏ. Expanding
the semi-classical Landau-Vlasov equation [78], which is comparable to the Boltzmann
equation 4.6, in terms of this ratio and solving it using a scaling ansatz yields a mean-field
quadrupole frequency

ωQ = 2ωr

√
1− 3

4
χ = 2ωr

√
1− 3

4
· 0.3η−1. (4.22)

Although they derived this result for the quadrupole frequency for the case of a spherical
trap (ωr = ωz), the equation still holds for an axisymmetric (ωr ̸= ωz) trap. The con-
gruence is explained by the symmetry of the quadrupole motion oscillating only in the
16As described in section 2.1.3 the definition of a temperature is meaningless in our small systems. How-

ever given our small atom number fluctuation, the entropy per particle is likely smaller than in the
macroscopic system by Altmeyer et al.
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isotropic x-y plane, but being decoupled from the axial direction. The breathing mode
frequency on the other hand would be affected by a change in symmetry, since its descrip-
tion explicitely requires a coupling to the axial degree of freedom. The result matches
the sum-rule approach from equation 4.16 after rearranging the virial theorem 4.21 for the
kinetic energy. When applying the sum rule approach in its original form 4.16, one would
expect the quadrupole frequency to always be larger than

√
2ωr. An ideal fluid would

consequently exhibit the smallest resonance frequency since the kinetic energy cannot be
negative. However through the energy balance equation 4.21 the resonance frequency can
undercut the ideal fluid result.

Figure 4.7: Comparison of resonance frequencies with theory A simple mean-field
correction following the sum-rule approach fails at explaining the observed
resonance frequencies (red circles). The ideal fluid result is only recovered in a
very small regime of interaction parameters where 0.15 < η < 0.25. A better
theoretical model including microscopic dynamics is required to explain the
experimental findings.

The mean-field model 4.22 for the quadrupole frequency is plotted in figure 4.7 and
shows a very poor agreement with the measured quadrupole frequency for 80+80 atoms in
our experiment. While it recovers the downshift of the mode frequency towards unitarity
qualitatively, it completely fails at describing it quantitatively. Due to the parameterisation
of the interaction parameter being inversely proportional to the scattering length, the
model predicts a divergence of the resonance frequency at unitarity. However, we observe
the survival of the mode in the weak BCS regime and hence the downbending branch
explicitly crosses the point of divergence. Deeper in the BCS regime the sum rule approach
correctly predicts a mode frequency, which in the limit of η → −∞, tends to the collisionless
value of 2ωr. This leads us to conclude that the observed phenomenon is neither simply
explained by a normal Fermi gas in a mean-field LDA approach, nor an ideal fluid in the
hydrodynamic limit [78, 79] and thus encourages further theoretical investigation.

Urban et al. [80] analysed the radial quadrupole mode across the BCS normal to su-
perfluid phase transition using quasiparticle transport theory. Their theoretical results
suggest that the downshift below the ideal fluid result may be explained by the coupling
of two modes, the hydrodynamic mode on the BEC side and the normal gas mode with
2ωr in the collisionless BCS regime. Both modes naturally repel each other due to their
coupling similar to an avoided crossing. In their simulations the collisionless mode is driven
by thermally excited quasi particles, which behave like a normal gas and hence oscillate
with a frequency of 2ωr. This suggests that a theoretical description of our results of the
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mesoscopic system requires the inclusion of microscopic dynamics outside of the validity of
LDA. Quasi-particle transport theory [80] or the quasi-particle random phase approxima-
tion method [81] hold the promise to better describe the observed spectra. Alternatively,
if the equation of state is known for the system under investigation across the entire BEC-
BCS crossover, the collective frequencies can be calculated numerically [74, 82, 83] from the
former. Due to the numerical expense and complexity associated with these methods such
a simulation is infeasible within the framework of this thesis and theorists are encouraged
to support a better theoretical description.

The correct interpretation of the measured damping rates and underlying microscopic
processes remains a matter of current discussion with theorists [84]. It was suggested
to extract the damping rates across the entire BEC-BCS crossover and deduce respective
upper limits for the shear viscosity [84]. One plausible explanation for the increased damp-
ing is the break-up of pairs into single fermionic excitations which would act similarly to
scattering defects [85].

4.2.4 Emergence of a collective mode in the few-body limit

The poor agreement between our experimental results and the theoretical predictions or
previous macroscopic studies raises the necessity for a better insight into the microscopic
processes related to the excitation of collective modes and their emergence in the few-body
limit. Fortunately, our system and preparation scheme provides us with the required ability
to deterministically reduce the atom number and access microscopic properties.

Figure 4.8: Emergence of the quadrupole mode In the two-body limit the quadrupole
excitation spectrum is dominated by the confinement. By deterministically
increasing the atom number we witness the separation of the collective quad-
rupole mode as a downbending interaction dependent branch. In the case of
10 + 10 atoms the mode is fully developed and approaches the interaction in-
dependent dipole mode at 1ωr before exhibiting a jump into the collisionless
branch at 2ωr. The colour bar representing the total atom loss is re-scaled to
support the visibility.

Following this approach, we deterministically prepare systems of 1+1, 3+3, 5+5 and
10+10 atoms and record spectra across the BEC-BCS crossover for interaction strengths
between −0.4 < η < 1.2 and a total of 24 excitation cycles. The result is presented in figure
4.8. For the two-body system with 1+1 atoms the two frequencies at Ω ≈ 1ωr and Ω ≈ 2ωr

do not vary across the crossover, which is reminiscent of the non-interacting case. However,
the higher energy resonance frequency is up-shifted by approximately 7%17 with respect to
the expected non-interacting value of 2ωr. This could be explained by the anharmonicity

17obtained with a Gaussian fit
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of the Gaussian potential, which can couple the relative and centre-of mass motion leading
to an interaction induced offset shift. For 3+3 atoms we observe the emergence of an
additional interaction-dependent branch which departs from the E0→2(Ω = 2ωr) resonance
at around η ∼ 0.5 and extends to about η ∼ −0.2. Its maximum deviation of 0.5ωr(at
η ∼ −0.2) from the 2ωr resonance is less than the single-particle gap of ωr, which can
be interpreted as a clear signature for a collective interaction effect. At that moment we
are witnessing the birth of the quadrupole mode. In addition, both the 2ωr resonance as
well as the 1ωr dipole resonance broaden and shift down. For 5+5 atoms the collective
branch separates earlier on the BEC side and bends down even further. Moreover, one can
surmise the opening of a gap between the BEC and BCS side of the crossover. However,
at this particle number the collective branch and the 2ωr resonance coexist, meaning that
for a given interaction strength one can observe both resonances. While on the BEC side
the resonance frequency shifts below the 2ωr value, it remains at 2ωr from the point where
the collective branch separates. For 10+10 atoms we clearly observe the quadrupole mode
starting at 1.8ωr at η ∼ 1.2 on the BEC side and extending all the way down to 1ωr

which is reached at η ∼ 0. As the number of atoms is increased, the relative atom loss is
reduced, indicating that the perturbation strength depends on the atom number (compare
figure A.3). While the collective branch separates even further there is still a small region
of coexistence with the 2ωr resonance. Although it seems as if the quadrupole resonance
frequency shifts below the dipole resonance at 1ωr further in the BCS regime, the limited
statistical confidence does not permit a conclusive statement. In addition, the coupling to
the dipole mode at frequencies close to 1ωr screens the visibility of the collective branch.
Surprisingly, the transition from the hydrodynamic to the collisionless regime in the BCS
limit is not continuous, but rather exhibits a jump for large enough atom numbers, a
behaviour that has already been observed by other authors [6, 31, 65], not only for the
radial quadrupole mode but also for the radial breathing mode.

To this end, we interpret the "jump" of the collective branch into the collisionless 2ωr

branch as the manifestation of pair-breaking of bosonic quasi-particles into single fermionic
excitations. We emphasise, that while this interpretation may describe some of the observed
features, it still seeks experimental evidence and remains on a speculative basis. The onset
of pair-breaking is determined by the energy required to break up a pair, which coincides
with the binding energy plus an energy contribution from the trap. Interestingly, we
observe that the binding energy at which the collective mode intersects with the dipole
resonance at 1ωr is very close to EB = ℏωr (η ∼ 0.1). This can partially be explained by
the single particle gap ℏωr present in our system which is comparable to the Fermi energy
EF ∼ 2.1ℏωr for 10 + 10 atoms. If the binding energy is less than the harmonic oscillator
energy, then the energy of the harmonic oscillator alone can break up pairs if they are not
protected by another mechanism or gap.

The single-particle collisionless branch broadens symmetrically around 2ωr as we move
further into the BCS side. Macroscopically one can associate the increasing width of
the resonance with an increased damping. To the precision of our experiment we do not
observe additional resonances which would correspond to a discrete level structure. Grasso
et al. [81] have performed a microscopic quantum mechanical theoretical study of the
radial quadrupole mode in the framework of the Bogoliubov–de Gennes and quasiparticle
random-phase approximation method. The interested reader is referred to the referenced
literature [81] for a detailed description of the theoretical model and methods used as we will
only discuss some of the results. The authors numerically predict a "fragmentation" of the
excitation spectrum, as the Fermi energy is reduced. As opposed to a single mode frequency
they find multiple closely spaced peaks both for the collective quadrupole mode on the
downbending branch as well as for the collisionless mode. Interestingly, we also observe
a very wide spread, collisionless branch which could be interpreted as a "fragmented"

55



resonance. Since the study assumed trapped fermionic atoms in the superfluid BCS phase,
and the latter is still a matter of great dispute in our system, the transferability of the
results is ambiguous. However the fragmentation of the excitation spectrum as a generic
effect of finite size systems may also be applicable outside the assumption of superfluidity
and can partially explain the broadening of the collisionless branch in the BCS regime.
While the origin of the broadening cannot be fully explained, one can argue that the space
of possible k momenta is increased as the Fermi surface melts up due to the increased
interaction strength and hence states further away from the initial Fermi energy can be
occupied. As the particle number is increased the collisionless branch is shifted further to
the BCS side. In fact for the 80+80 spectrum we did not observe the coexistence of the
phononic excitations manifesting themselves in the collective branch and the single-particle
collisionless branch indicating that in this "many-body" limit single particle excitations and
collective excitations clearly separate in the low-energy regime where Ω < 2.5ωr.

It is remarkable, that even for 10+10 atoms we find a small regime close to unitarity
where the resonance frequency recovers the

√
2ωr result expected for the hydrodynamic

limit. This result together with the surface character of the mode explicitly probing the
shearing behaviour supports the applicability of hydrodynamic theory even in very small
systems such as ours. However our measurement also entails the breakdown of ideal hydro-
dynamics outside of this very narrow interaction regime, where such a simple theory fails
at explaining the collective interplay in the system.

4.2.5 Exciting and de-exciting the quadrupole mode

Up to this point, the interpretation of the nature of the excitation and underlying micro-
scopic processes was on a highly speculative basis that inevitably requires further exper-
imental evidence. Experimentally, we only observed atom loss as a consequence of the
smaller overlap of the evolved system with the ground state after the presented excitation
scheme. This method obviously does not distinguish the excitation of a well-defined mode
from a simple heating process where constituents are excited and eventually lost from the
trap. If the collective excitation of the quadrupole mode is governed by a unitary time
evolution it should be possible to excite and subsequently de-excite the mode.

In the experiment we can excite the quadrupole mode for n cycles and then wait for
a certain time T before repeating the same quadrupole modulation again. Due to the
periodic nature of the drive the perturbation Hamiltonian satisfies ĤQ

(
t+ T

2

)
= ĤQ(−t)

opening the possibility to probe the unitary evolution. If the waiting time T equals half an
oscillation period T = 1

2Ω of the quadrupole mode we effectively reverse time and thereby
rewind the accumulated phase, the latter only holding in the case of unitary evolution.
While this measurement would in principle work, it is very sensitive to dephasing. Instead
of driving the quadrupole perturbation for n cycles, then waiting for half a quadrupole
period and driving it again for n cycles, we drive it forward for one cycle and backward
for one cycle and repeat the forward-backward driving for a total of 2n cycles. Technically
this is achieved by modulating the phase jump with a frequency of Ω

2 as opposed to Ω as
depicted schematically in figure 4.9(a).

The measurement, which was performed at B = 670G(η = 0.21) in a "macroscopic"
sample of 50 + 50 atoms with 2n = 24 driving cycles acts as a first indicator that the ob-
served excitation is not simply a heating process but actually obeys unitary time evolution.
While the dipole mode at Ω = 1ωr cannot be rewound, the quadrupole resonance vanishes
in the forward-backward driving scheme as seen in figure 4.9(b).

The promising result of the recycled quadrupole mode encourages further studies of
coherent oscillations as originally envisioned, albeit potential limitations due to dephas-
ing. Indeed, if the time of the phase accumulation is increased dephasing occurs and the
quadrupole resonance appears again in the spectrum. However, exactly on resonance we
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Figure 4.9: Exciting and de-exciting the quadrupole mode (a) The excitation scheme
is changed such, that the phase jump is modulated with a frequency of Ω instead
of Ω/2 as for the normal quadrupole excitation. This scheme should excite and
de-excite the quadrupole mode in each cylce. (b) When winding the excitation
forth and back in each cycle the quadrupole resonance disappears whereas the
dipole resonance at Ω = 1ωr remains.

find a small region where we can drive back a small fraction of the system to the ground
state even for as many as ten cycles. Figure 4.10(a) shows the high-resolution spectrum
for 40 + 40 atoms at a magnetic field of B = 636G (η = 0.86) with the corresponding
Gaussian fit yielding a quadrupole frequency of Ω = 2π × (40.3 ± 0.3)kHz. The observed
behaviour is quite remarkable considering that the many-body wave function accumulates
phase due to the quadrupole oscillation for n = 10 periods and after waiting half an oscil-
lation period, the phase can be rewound. In the wings of the resonance, the system is not
perfectly in phase and significant dephasing impedes a recycling of the mode. Of course,
only exactly on resonance the waiting time T = 1

2Ω = 1
2ωQ

matches half a period of the
oscillation, since we did not re-scale the delay time T to the respective frequency Ω. For
modulation frequencies lower than the quadrupole frequency Ω < ωQ, the time evolution
is behind the evolution on resonance, whereas for higher modulation frequencies Ω > ωQ

the time evolution is ahead of the evolution on resonance. In both cases the delay time
T = 1

2ωQ
does not correspond to a real "time-reversal" as ĤQ

(
t+ 1

2(ωQ±δ)

)
̸= ĤQ(−t)

where δ = |Ω− ωQ| is the detuning from resonance.
Even on resonance we are only able to recover a fraction of the 40+40 initially prepared

atoms probably due to technical limitations. For large atom numbers, where the Gaussian
trap is completely filled, we have observed uncontrollable atom loss from the trap during
the quadrupole excitation even without removing atoms above the initial fermionic ground
state by spilling a second time. In this case the quadrupole oscillation is so strong that it can
eject weakly-bound atoms in high levels of the Gaussian potential, which of course cannot
be driven back. A non-vanishing coupling to other modes is also plausible, which would
render a complete excitation recycling infeasible. Moreover, the measurement requires a
high power stability of the trap. Only in a small region, approximately 500Hz wide, which
corresponds to approximately 2% of the trap frequency ωr, the excitation can be (partially)
reversed. Since the trap frequency scales with the square-root of the optical power, the
stability requirement for power fluctuations is ∆P ≲ 4% over the entire experiment and
slight drift of the main trap frequency despite its power stabilisation seems possible. In
addition, the perturbation beam is unstabilised during the quadrupole excitation due to
the lack of a fast PID loop able to control the absolute sine modulation on frequencies
∼ 100kHz. The previously measured anisotropy of the potential might further alter the
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excitation. As a consequence, the forward driving cycles may not be exactly identical to
the backward driving cycles, which prevents a complete phase rewinding. In summary,
measuring coherent oscillations of a quantum many-body system in our experiment is a
delicate endeavour.

Figure 4.10: Coherent oscillations of the quadrupole mode (a) High-resolution spec-
trum of the quadrupole mode for 40 + 40 atoms at B = 636G. Exactly on
resonance, a fraction of the atom number can be restored if the delay time
between excitation and de-excitation is T = 1/(2Ω). (b) Varying the time
delay T between the excitation cycles and de-excitation cycles we observe co-
herent oscillations of the population of the quadrupole mode for 20+20 atoms.
(c) Schematic excitation scheme: after n cycles we wait for a time T before
modulating a second time for n cycles.

Hence, coherent oscillations may only be observed exactly on the quadrupole resonance
and in a smaller sample where we have a better control of the preparation. To examine
the phase dynamics of the mode in more detail, we prepare a smaller sample of 20 + 20
atoms at B = 636G (η = 0.96) and excite the quadrupole mode at the resonance frequency
of Ω = 2π × (45.73 ± 0.03)kHz for n = 10 cycles, wait for a delay time T and modulate
again for n = 10 cycles (see figure 4.10(c)). The resulting expectation value of the number
operator ⟨N̂⟩ by our projective measurement scheme is shown in figure 4.10(b). A delay
time of T = 0 corresponds to a normal quadrupole modulation with 2n cycles, where
approximately 35% of the initially prepared 40 atoms are lost. Half a quadrupole oscillation
later at T = 1

2Ω = 10.9µs, approximately one third of the initial population of atoms is
restored. We indeed observe coherent oscillations of the population of the mode, which
demonstrates our ability to control the excitation process by pumping energy into the mode
and (partially) reverting the process.

Fitting a damped cosine function of the form

f(T ) = A · e−λT cos(2πT − φ) + y (4.23)

to the data yields a damping rate of λ = (0.16 ± 0.03)Ω corresponding to a decoherence
time of approximately 140µs. It should be stressed that the frequency of the oscillation
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is set by the modulation frequency Ω and is hence not a fitting parameter in the function
4.23. This technique constitutes an alternative method to derive damping rates which has
raised interest among theory collaborators [84] to derive upper bounds for the viscosity.
Measurements across the BEC-BCS crossover are currently in progress.

The same measurement for 20+20 atoms can be repeated on the BCS side at B = 750G
(η ∼ −0.36). We follow the same measurement protocol as on the BEC side but choose
the collisionless resonance frequency Ω = 2π × 52kHz≈ 2ωr for the excitation. The result
is shown in figure 4.11 where the y axis is scaled to the same range as in figure 4.10(b) to
allow for a direct comparison. As opposed to the previous measurement on the BEC side,
we do not observe coherent oscillations at the precision of the measurement on the BCS
side. The obtained result agrees well with the strong increase of the damping rate observed
in the 50 + 50 system (compare section 4.2.3) on the BCS side. This may serve as a first

Figure 4.11: Coherence measurement at 750G At the precision of our measurement
we do not observe coherent oscillations in a system of 20+20 atoms on the
collisionless resonance. This agrees well with the increased damping rate on
the BCS side.

indicator that the quadrupole mode on the collective branch exhibits coherence properties,
whereas on the collisionless branch the coherence is lost. Further measurements are needed
to confirm this observation across the BEC-BCS crossover and potentially identify the
occurring jump from the collective into the collisionless branch as the transition between
coherent and incoherent dynamics.
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5 Discussion and outlook

5.1 Aberration correction

Precise control of quantum many-body states requires high-NA diffraction-limited optics
which happen to be very sensitive to optical aberrations and deviations from a flat wave-
front. Inexplicable spectral features and cloud shapes initially sparked the interest in
reducing the optical aberrations in our system. After replacing faulty optical elements,
such as a dichroic mirror and characterising the high-NA objective outside of the experi-
ment (not presented in this thesis) we still observed residual aberrations that needed to be
addressed. The PSI algorithm has been successfully used before [39, 86, 87] to measure ab-
errations on a camera. This method is however limited to a certain part of the optical path
as motivated in section 3 and in particular excludes the objective and vacuum window. In
this work we not only refined the PSI algorithm on the camera, but also implemented and
tested a new variant of it to directly characterise the aberrations where they matter - on
the atoms themselves. The method builds upon previous work from Zupancic et al. [5]
but also differs significantly from it as we use a SLM and eliminate the need for an optical
lattice. Our implementation of the PSI algorithm on the atoms requires:

• a device (e.g. SLM or DMD) to generate two small beams that can be moved across
the aperture of the optical system. The relative phase between the beams should be
variable.

• sufficient resolution of the imaging system in order to resolve at least one fringe
minimum. It is sufficient to extract the signal after several averages.

• a method to confine the atomic cloud in the focal plane of the objective.

In principle, an axial lattice like our 2D trap is not necessarily required, since the atoms
should anyway be trapped in the focal plane of the objective. However we have observed
that the accuracy is significantly reduced when only using the single tweezer in the absence
of the 2D trap. This can be explained by the elongation of the cloud in the axial direction
resulting in an averaged phase that includes regions outside of the focal plane. In addition,
the already limited fringe contrast is even further reduced possibly altering the phase
recovery. Consequently, we still recommend introducing an axial confinement although it
is not strictly necessary.

Moreover, we benchmarked the technique by introducing an artificial aberration and
conjecture that wavefronts can be reconstructed with an accuracy of σrms = λ/13 and a
precision of σrms = λ/25.

The accuracy could be improved further by running the algorithm several times until
convergence. At this point in time, we are furthermore continuing to improve the wavefront
reconstruction software and might eventually replace the primitive Zernike fitting routine
with a spline interpolation which better describes the measured phases as discussed in
section 3.4.

While the presented technique certainly came to fruition in our experiment, its universal-
ity may also benefit other quantum gas experiments around the world. From the creation of
uniform Bose-Einstein condensates in box potentials [88] to tweezer arrays [89, 90] used for
quantum information processing, they all rely on aberration-free potentials. While using
decent optical elements in the first place is certainly a necessary prerequisite, our method
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has proven to enable precise control of residual aberrations. The technique is incapable of
compensating terrible optics and alignment but it offers a way to operate the commonly
used high-quality components to its optimum - it does not make bad optics good, but it
makes good optics great.

5.2 Collective excitations in mesoscopic quantum systems

In the performed experiments we successfully demonstrated the excitation of the radial
l = 2, m = ±2 quadrupole mode in mesoscopic systems of different particle numbers. The
obtained atom-loss spectra exhibit clear signatures of interaction-driven dynamics when
compared to the non-interacting system (figure 4.4).

Towards the macroscopic limit (80 + 80 atoms), we have observed significant deviations
from theoretical descriptions and previous experiments. In particular, the resonance fre-
quency varies much stronger on a smaller range of interaction parameters when compared
to the experimental work by Altmeyer et al. [6]. The further the atom number is decreased
the steeper the slope of the collective branch gets. Mean-field corrections via the sum rule
approach displays the same qualitative behaviour of a downbending of the mode from the
BEC side towards unitarity, but shows very poor quantitative agreement and fails to re-
cover the correct slope. In the many-body system studied by Altmeyer et al. [6], they
observe a sudden jump from the collisionless to the hydrodynamic regime by smoothly
varying the interaction parameter η = 1/(kFa). This was associated to pair-breaking into
single fermionic excitations that entailed the breakdown of hydrodynamics. Far in the
BCS regime, we find a similar collisionless behaviour and while smoothly increasing the
interaction parameter, we observe a sudden jump to the collective branch. In contrast to
the Altmeyer et al. study, we did not find a plateau at

√
2ωr which is only expected in

the limit where ideal hydrodynamics is applicable, or in other words where the pairing gap
clearly separates from the trap frequencies. If this is not the case, the collisionless and
the collective mode couple to each other leading to a deviation from the hydrodynamic
expectation of

√
2ωr for the collective mode frequency. [44]

In addition, we cross the hydrodynamic expectation for the resonance frequency in a
regime, where one would expect a more collisionless behaviour. In the presence of the
trapping confinement, ωτ ∼ 1 marks the transition between the hydrodynamic and colli-
sionless behaviour, where ω is the excitation frequency of the mode and τ the collisional
relaxation time. Purely collisional hydrodynamic behaviour is only recovered in the limit
of ωτ → 0. Naively, the collision rate τ−1 can be calculated by [32]

τ−1 = nσv (5.1)

where n is the density, σ the collisional cross section and v the velocity. Since we are
interested in an upper bound for the collision rate, we can consider the maximum unitarity
limited cross section and write the "classical" collision rate [32] as

τ−1 =
k3F
6π2

4π

k2F

ℏkF

m
=

4

3π

EF

ℏ
(5.2)

which results in ωτ ≈ 1.1 for the 10+10 systems. This value represents a lower bound since
we did not yet take into account Pauli blocking which reduces the number of final scat-
tering states for collisions by an additional temperature dependent factor ∼ T 2. [71] The
true collision rate will consequently be significantly smaller suggesting that the observed
behaviour lies in the collisionless regime.

Signatures of hydrodynamic behaviour in a mesoscopic system has also been observed
very recently on a different experiment in our group (manuscript in preparation). They
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studied the interacting expansion of a sample containing as few as ten atoms from an el-
liptic trap. This experiment is reminiscent of the elliptic flow experiments in a strongly
interacting Fermi gas performed by O’Hara et al. [91]. Similar to the result in a mac-
roscopic system, our colleagues also observe an inversion of the initial aspect ratio after
long interacting expansion times in the mesoscopic system, which is a well-established ob-
servable for hydrodynamic behaviour. In this sense, their measurement of hydrodynamic
behaviour in mesoscopic systems agrees well with our spectroscopic study of the surface
mode explicitly probing hydrodynamics. Consequently, these complementary probes of hy-
drodynamic behaviour strongly suggest that even small systems with contact interactions
can behave hydrodynamically despite a strongly suppressed number of collisions.

By varying the atom number and recording the spectra across the BEC-BCS crossover we
witnessed the emergence of the collective branch constituting the birth of the quadrupole
mode. In the limit of 1+1 particles the spectra are solely dominated by the confinement and
do not show any signs of interaction apart from a small constant offset. As the number of
atoms is increased the collective quadrupole mode separates from the 2ωr resonance which
is fully developed at 10+10 atoms. The steep increase or "jump" towards the BCS regime
observed by Altmeyer et al. [6] occurs closer to unitarity in our 80+80 system, whose Fermi
energy is a factor of ten smaller than the system studied by Altmeyer et al. It appears as
if the collisionless branch moves further towards the BCS side as the particle number is
increased and the collective mode branch survives smaller interaction parameters.

In accordance with theory [44, 63, 92] we currently interpret the transition between the
downbending collective branch and the collisionless branch on the BCS side as the death
of the collective mode due to pair-breaking. If the system size is reduced drastically, not
even the lowest collective modes such as the quadrupole mode survive. If the size of the
pairs exceeds the wavelength of an excitation, a single particle can be excited and a pair
can be broken. [44, 68] In a superfluid system1 the onset of pair-breaking would certainly
depend on the pairing gap which has been experimentally confirmed [68]. Following this
picture, we can plot the resonance frequencies of the quadrupole mode as a function of the
pairing gap instead of the interaction parameter as shown in figure 5.1. The pairing gap is
calculated from the mean-field BCS theory in the zero temperature limit following reference
[93] for each interaction parameter η. Mean-field BCS theory is known to overestimate the
pairing gap, which is thus only an upper approximation. Whereas the jump for different
system sizes occurs at different interaction strengths, it seems to happen at approximately
the same value of the pairing gap ∆ ≈ 2ℏωr for both systems (80+80 and 10+10). If
the energy of single fermionic excitation2 2ℏωr is similar or exceeds the pairing gap ∆,
then the ground state of the system is not a superfluid and would hence be found on
the collisionless branch. [44] The competition between energy scales, in this case the
pairing gap and the confinement energy, would ultimately dictate the behaviour of the
system. A similar competition was observed in the study of the precursor of the Higgs
mode in a mesoscopic system [3]. The strong increase in damping could then be explained
by a diverging susceptibility and correlation length associated with a second-order phase
transition. While this theory provides a qualitative description, we cannot confirm its
applicability given the limited data (only 10+10 and 80+80) as well as the limited access
to observables and the assumptions being made. In particular we were not able to study
the suspected microscopic mechanism of pair breaking but only observed a loss of coherence
on the BCS side. Since the interpretation still seeks experimental evidence, we only refer
to it in the discussion part and do not claim it as a result and definitely not as evidence
for superfluidity. Instead, it is supposed to encourage discussions about the microscopic
mechanisms governing the transition from the collective to the collisionless branch.

1It should be stressed that we do not claim that our system is superfluid.
2parity allowed transition in the harmonic oscillator potential
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Figure 5.1: Collective-to-collisionless transition The jump of the quadrupole mode
from the collective to the collisionless branch occurs at different interaction
parameters η = 1/(kFa) in the different sized mesoscopic systems (left plot).
In the smaller 10+10 atom systems (EF = 2.1ℏωr) the transition is found on the
BEC side, whereas in the larger 80+80 system (EF = 4.3ℏωr) it occurs further
on the BCS side. Interestingly, the jump happens at similar values of a pairing
gap around 2ℏωr for both systems (right plot), which can be interpreted as a
competition between energy scales. The data points, which have been extracted
from Gaussian fits of the quadrupole resonances, are connected to provide a
visual guide to the eye.

The direct observation of the quadrupole oscillation similar to previous experiments [6]
by taking snapshots of the cloud transpires to be challenging in our system. As presented
in section 2.3.2 we are in principle capable of imaging microscopic samples with single-
atom resolution. In situ, the size of the system confined in the tweezer is in the same
order as the diffraction limit of our high-NA optics rendering the resolution of the in-
situ density infeasible. However, the quadrupole motion should also manifest itself in the
momentum distribution which can be extracted after letting the sample expand for a finite
non-interacting time-of-flight [50, 53]. The beginning of the expansion can be timed very
precisely, below the excitation period τ ≈ 1/Ω ≈ 25µs allowing for the measurement of the
momentum at different times during one single quadrupole oscillation. Since each image
of an experimental shot only contains very few atoms, extracting the density distribution
would require substantial averaging. Although this is not a problem per se, it raises the
need for monitoring the orientation of the ellipse or quadrupole deformation which might
vary from experimental shot to shot due to thermal fluctuations of the relative phase of the
two beams. The camera monitoring the light field behind the SLM (compare figure 2.4)
can be used for this purpose. Each individual time-of-flight image could then be rotated
back in post-processing according to the initial orientation of the elliptical deformation.
From the averaged image the momentum distribution of the quadrupole oscillation could
furthermore be extracted for different times during an oscillation period. In addition to
the obtained spectrum this measurement would provide valuable insight to the dynamics
of the system.

5.2.1 Outlook

Collective modes are commonly described as classical oscillations and derived in the frame-
work of hydrodynamics. For Bose-Einstein condensates an alternative microscopic quantum
theory of collective modes has been developed [63, 94, 95]. Although the microscopic de-
tails of this theory still seek experimental evidence and its applicability in Fermi gases is
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unclear, the predictions of novel quantum dynamics makes it worthwhile considering its
implications for our experiment. In this framework, collective oscillations of a condensate
are treated as a coherent superposition of stationary states with different number of quanta
of the oscillator comparable to a bosonic mode in a cavity. [94, 95, 96] While coherent
states are the most classical states a quantum system can be in and have minimal uncer-
tainty, they still exhibit fundamentally non-classical behaviour. [97] One such non-classical
phenomenon that has been predicted by theory is the collapse and revival of collective os-
cillations. A coherent state in a perfect harmonic oscillator would simply oscillate forth
and back without dispersing. However, fluctuations in the number of quanta of the oscilla-
tions of the mode ultimately lead to a dephasing and subsequent collapse of the collective
excitation. Since the process is not dissipative, the oscillation reappears in the form of a
revival. The effect is a consequence of the non-linearity which is introduced by the differ-
ent transition frequencies for the stationary components of a coherent state. Following the
work from Pitaeskii [95] the collective mode can be described as an anharmonic oscillator
whose frequency is given by

ω = ω0 + δω = ω0(1 + κE) (5.3)

considering the first linear correction in the energy E to the bare collective mode frequency3

ω0 with κ being the first-order non-linearity constant. The sinusoidal driving prepares the
coherent state of the oscillator, which can be expressed as

Ψ =
∑
n

cnψn exp [−iωnt] (5.4)

where ψn are the respective stationary states with energy ℏωn of the oscillator. It should
be stressed that n is not the occupation number of atoms but rather the number of quanta
of oscillations of the mode. The coefficients cn follow the Gaussian form

|cn|2 =
exp(−n̄)n̄n

n!
≈ 1√

2πn̄
exp

[
−(n− n̄)2

2n̄

]
(5.5)

where n̄ is the average number of quanta in the mode. The underlying dynamics manifest
itself when evaluating the expectation value of the oscillator coordinate x, which in our
system would be connected to the observed atom loss (see section 4.2.5). Under the
assumption that only transitions of the form n→ n± 1 contribute to the fluctuations, the
oscillator coordinate x reads

⟨x(t)⟩ ≈ A
∑
n

|cn|2 cos
[
(ω0 + κℏω2

0)t
]
∼ exp

[
−
(
t

τc

)2
]

(5.6)

where A is the fractional amplitude of the oscillation and thus varies between zero and one.
Hence, the non-linearity entails a Gaussian damping of the amplitude of the oscillation with
a collapse time τc. This result is fundamentally different from the exponential damping
expected from dissipative decoherence. The revival time can be calculated directly from
the periodicity of ⟨x(t)⟩ yielding

τr =
2π

ℏω2
0|κ|

(5.7)

and the collapse time is given by

τc =
1

|κ|ω0

1

ℏω0

√
2

n̄
=

1

|κ|ω0

√
2

Eℏω0
. (5.8)

3for the quadrupole mode in the hydrodynamic limit ω0 =
√
2ωr
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Dalfovo et al. [98] have provided a useful relation to common system quantities such a as
the atom number N and chemical potential µ. Under the assumption of LDA the authors
have shown that

κ =
δ

ϵµN
with δ =

16− 5λ2

4(16− 7λ2)
(5.9)

where λ = ωz/ωr is the anisotropy parameter and ϵ a mode-specific constant that relates
the energy E of the mode with the chemical potential, atom number and amplitude via
E = ϵµNA2. Using this relation the collapse and revival times are given by

τc =
1

ω0

√
2ϵ

A|δ|

√
µN

ℏω0
and τr =

2πϵµN

ℏω2
0δ

. (5.10)

From the above equations it becomes clear that the observation of this effect is favoured
in small N systems. In fact, Pitaevskii [95] states about the visibility of the collapse and
revival

"To observe the effect considered here one must try to have as
small a number of atoms as possible."

Our few-Fermion system thus seems to be an ideal candidate platform to test this highly
non-classical behaviour of collective modes. Let us estimate the experimental parameters
naively assuming that the same equations derived above also hold for Fermi gases. Deep in
the molecular BEC we can approximate the chemical potential with µ ∼ −EB/2 [93]. For
the quadrupole mode with ϵ = 4/7 [98] these equations give τc ≈ 200µs and τr ≈ 600µs
in our system assuming λ = 1/6, A = 0.2, N = 10 + 10, ω0 =

√
2ωr with ωr = 2π ×

27.3kHz. The derived values are by no means thought to be quantitative as they have
been derived for BECs under the assumption of LDA and numerous approximations along
the way. Although these results may be off quite substantially the time scale is still within
experimental reach in our setup, as opposed to other macroscopic systems. Studying
such a collapse and revival of a quantum field constitutes a prime example for coherent
quantum dynamics far from equilibrium. Moreover, the collapse and subsequent revival
would immediately imply the quantisation of the collective mode. [99]

One of the key features of mesoscopic systems is the existence of a shell structure, which
is found in atomic nuclei, electronic configurations of atoms, metallic clusters but also in
our trapped mesoscopic quantum gas system. During our studies of collective modes we
have not observed any influence of the shell structure on the collective modes nor "magic
number" effects associated with particular number of atoms. The absence of these effects
can be explained by the respective symmetry of the excitation and symmetry of the shell
structure. While the radial quadrupole mode only couples in the radial direction, the
elongated trap shape in the axial direction dictates a bunching of axial and not radial
states. Since the symmetry axis of the quadrupole oscillation (radial) and the symmetry
axis of the shell structure (axial) are orthogonal, a coupling and consequent effect might
not be expected. The breathing or scissors modes on the other hand would enable the
study of the shell configuration dependence of collective modes due to their coupling to
the axial degree of freedom, which is highly relevant to nuclear physics.

In general the study of collective modes in cold atom systems exhibits a multitude of
analogies to nuclear matter found in for example atomic nuclei or neutron stars [44]. As
opposed to cold atoms, nuclei consist of two types of nucleons, protons and neutrons, and
can hence form three different types of pairs - proton-proton (pp), neutron-neutron (nn)
and proton-neutron (pn). The last one hosts a bound state, called the deuteron or heavy
hydrogen. For low densities the deuteron is bound, whereas for higher densities the binding
energy decreases and the bound "dimer" becomes unbound and turns into a pn Cooper pair,
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reminiscent of the BEC-BCS crossover discussed in this thesis for cold atoms. The higher
abundance of neutrons over protons, commonly referred to as n-p asymmetry, favours pp
and nn pairing. Since the nn system is almost bound, its scattering length becomes very
large comparable to the unitary regime. [44] Describing nuclear matter in the framework
of BCS theory consequently comes natural and under certain limitations a lot can be
learned about one system by studying the other. Alpha-particle condensation in finite
nuclei and its connection to the excited Hoyle state has recently raised a lot of attention
and discussion in the nuclear scientific community. [44, 100, 101, 102] The observation of
such an analogous peculiar state in a mesoscopic quantum-gas experiment may contribute
to a better understanding of microsopic processes of alpha-particle condensation and would
hence constitute a prime example of quantum simulation with ultracold atoms.

5.3 Probing superfluidity

Our work on collective modes was originally inspired by the search for signatures of su-
perfluidity in mesoscopic systems. Indications of superfluidity have already been observed
in mesoscopic systems of atomic nuclei [20] and tiny Helium-4 clusters [2] consisting of as
few as 60 particles. Probing and understanding the emergence of superfluidity promises to
reveal new insights about this peculiar phenomenon stimulating the scientific curiosity and
has the potential to inspire new technological applications. Loophole free proofs of super-
fluid behaviour are generally not trivial in microscopic systems as macroscopic phenomena,
such as vanishing resistance may not be directly observable.

The connection between superfluidity and collective modes was first established in nuc-
lear physics and soon extended to the study of Bose-Einstein condensates. The observation
of the scissors mode in a trapped Bose-Einstein condensate [28] was considered a clear proof
for its superfluid behaviour. Generally, the relation between Bose-Einstein condensation
and superfluidity is a subtle one. Bose-Einstein condensates do not necessarily exhibit
superfluid behaviour, with one prominent example being an ideal non-interacting Bose gas
in the zero temperature ground state. On the other hand superfluidity can also occur
in systems that are not true BECs as for example in reduced dimensions via the BKT
mechanism. In "bosonic" BECs the frequency of the scissors mode for the normal and
superfluid phase differ allowing for a clear distinction between the two regimes by the
single measurement of the resonance frequency of a collective mode [103]. In the absence
of superfluidity the moment of inertia of the gas takes a rigid value implying two modes
with respective frequencies ω = ωz ± ωx

4. In the superfluid case on the other hand only
a single frequency ω =

√
ω2
x + ω2

z for the scissors mode is found. An important condition
for the direct relation between the mode frequency and superfluidity is that the collisional
relaxation times τ in BECs are very long and the system is hence found in a collisionless
regime.

As promising as deduction of superfluidity from the mode frequency may sound, the
connection between collective mode frequencies and superfluid behaviour is not as straight-
forward in ultracold Fermi gases. While the scissors mode has been observed [66] in a
trapped Fermi gas it does not provide conclusive evidence for superfluidity. Apart from
the mode frequency Wright et al. [66] reported a second damping peak of the scissors mode
which they associate with the transition from a hydrodynamic to a superfluid phase, but
their explanation remains on a highly speculative basis and later a similar positive slope
of damping versus temperature was found in a normal interacting Fermi gas [104]. Close
to a Feshbach resonance the high collision rates favour the realisation of a hydrodynamic
regime even at lowest temperatures and in the absence of superfluidity. [63] As has been
pointed out by Cozzini and Stringari [105], in this crossover regime a clear distinction

4following the coordinate system used in [28]
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between collisional hydrodynamics and superfluid hydrodynamics based on collective mode
frequencies is impossible. A similar argument can be made for the frequencies of the radial
compression mode [106]. It has been shown experimentally [104] that the frequency of the
radial compression mode at unitarity remains constant when the temperature is increased.
This suggests that the system is governed by the same hydrodynamic equations both in
the low-temperature limit of the superfluid but also far above the critical temperature for
superfluidity. [63] Although damping of the mode may be used as a probe for the viscosity
the promised "evidence for superfluidity" [107] remains ambiguous.

Owing to the present equivocation in Fermi gases we conclude that clear evidence for
superfluidity is not found by the direct measurement of collective mode frequencies without
further considerations. In fact, the striking and unambiguous evidence for superfluidity in
Bose-Einstein condensates and Fermi gases was not the observation of collective modes but
was provided by observation of quantised vortices [108, 109] arranged in vortex lattices.
As opposed to a normal gas, a superfluid is described by the equations of irrotational
hydrodynamics [105]. At zero temperature T = 0 and within the limits of the local density
approximation the equations can be expressed as

∂n

∂t
+∇ · (nv) = 0 (5.11)

and

∂v
∂t

= −∇
(
v2

2
+
Vext
M

+
µ

M

)
= −∇

(
v2

2
+
Vext
M

)
− ∇P
Mn

(5.12)

where v is the velocity field, n the density, Vext the trapping potential, µ the chemical
potential, M the mass and P the pressure. In the zero temperature limit the pressure and
chemical potential are directly related via ∇P = n∇µ. The superfluid velocity field v is
irrotational since its vorticity, the curl of its velocity field, is zero. A normal gas on the
other hand can support vorticity as its velocity field is governed by the Euler equation

∂v
∂t

= −∇
(
v2

2
+
Vext
M

)
− ∇P
Mn

+ v × (∇× v). (5.13)

involving the vorticity term v×(∇×v). It is commonly accepted [32, 94] that irrotationality
is indeed a distinguishing factor between the superfluid and normal phase applicable in both
Bose [94] and Fermi systems [63]. As opposed to the vorticity ∇ × v = 2Ω of a normal
gas, the vorticity of a superfluid is concentrated along a single line and the circulation of
the velocity field is quantised [94]∮

v · dl = πℏ
m
n. (5.14)

with n being an integer. Under the assumption that the vortex is aligned with the sym-
metry axis (z) of the density profile the corresponding angular momentum is given by

⟨L̂z⟩ = m

∫
dr(r × v)n(r) = N

ℏ
2
. (5.15)

The nucleation of a vortex is only energetically favourable above a critical rotation fre-
quency Ωc, when its energy Ev is equal to the energy change of the system E − Ωc⟨L̂z⟩
rotating with angular velocity Ωc. [63] If the angular velocity is increased further, more
vortices are nucleated because it is energetically favourable to have two vortices with single
angular momentum, as opposed to one vortex with two angular momenta. As a result they
form a vortex lattice where the vorticity approaches the rigid value 2Ω. The density of
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vortices nv = 2mΩ/(πℏ) is solely dictated by the rotation frequency and in particular
independent of the density of the system. [63]

The process of vortex nucleation in condensates is commonly related to the formation
of nodal lines that enter from the surface as angular momentum cannot be transferred
spontaneously. In fact, in classical systems such as atmospheric weather, vortices are
formed in a similar fashion by a separation of a boundary layer [110], but in these systems
the vorticity is of course continuous as opposed to the quantum mechanical situation. In
quantum systems vortices are thought to be nucleated as a collapse of surface excitations,
which provide the required coupling to angular momentum [111]. The critical velocity for
such a a rotational instability is Ωc = min

l
(ωl/l) which corresponds to Landau’s critical

velocity [21]. The creation of a vortex from a quadrupole excitation with frequency
√
2ωr

would hence occur at a critical frequency of ωr/
√
2 when the quadrupole excitation becomes

rotationally instable. However, vortex formation has also been observed [21] below the
instability frequency of surface excitations which only sets an upper bound for the critical
frequency as shown theoretically by Dalfovo et al. [112]. Nonetheless, the existence of a
critical rotation frequency for the transfer of angular momentum is fundamentally different
from the classical system where such a boundary does not exist. The observation of a long-
lived vortex above the critical rotation frequency would hence provide reliable evidence for
the achievement of a superfluid.

Our current experimental setup allows us to rotate the elliptically deformed trap by
changing the relative phase between the two incident beams on the SLM (see section 2.2.1).
By changing the relative frequencies using the respective AOMs the rotation frequency of
the interference pattern can be continuously tuned from Ω = 0 (no rotation) to far beyond
the trap frequency Ω ≫ ωr setting the deconfinement limit. Even if a vortex could be
nucleated in our experiment, the small size of our system containing only a few (∼ 10)
atoms makes a direct observation of a vortex challenging. In general, the typical size of a
vortex is given by the healing length [94]

ξ =

√
1

8πna
(5.16)

and gives the smallest distance over which the order parameter can heal. At unitarity
the healing length will be minimal5 and a potential vortex cannot be resolved in situ
but only after expansion. The expansion of the in situ wavefunction using a matterwave
magnifier [113, 114, 115] is currently not implemented in our setup but could in principle
be achieved by generating an expansion trap using an existing AOD tweezer setup not
presented in this thesis. Due to its topological nature a vortex should also manifest itself
in the momentum distribution and could in principle be observed even after a time of flight
eliminating the need for a matterwave magnifier. However even under the assumption that
the sample might host a vortex and we could resolve its healing length via expansion,
a direct observation as a "hole" in the density could only be obtained after subsequent
averaging over many experimental runs. A single shot only represents the projection of the
wavefunction on the position of ∼ 10 particles, from which claims about the existence of a
vortex is infeasible. While subsequent averaging over many experimental implementations
of the same many-body wavefunction reveals the density which is the first-order correlator,
the vortex position would have to be fixed. Otherwise its manifestation as a "dip" in the
density profile may just be washed out by the averaging. Fortunately a single vortex would
even equilibrate in the center of the cloud to minimise its energy. Qualitatively, this can be
understood as a repulsion from the boundaries of the cloud to minimise its energy. It would
be experimentally very challenging and time-consuming to tune the rotation frequency to

5it does not converge to zero as one might expect from its inverse relation to the scattering length but
rather reaches a finite value in the order of k−1

F .
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a regime, where only one single vortex is created6. Finding the right rotation frequency
without knowing the exact onset of vortex nucleation in combination with a poor imaging
that heavily relies on averaging is literally the experimentalist’s version of finding the needle
in the haystack.

Instead, collective modes with angular momentum may provide an alternative route to
measure the angular momentum of the system. The coupling of angular momentum, which
is directly related to the rotationality, could however also be observed in the spectrum of
collective modes. In the absence of angular momentum the l = 2 quadrupole mode, and in
fact any l > 1 mode is degenerate in the m quantum number. This degeneracy is however
lifted if the system is rotated introducing angular momentum. Consequently, the resonance
peak of modes with angular momentum, such as the quadrupole mode, would split, which
can be observed in the spectrum. In addition to the quadrupole motion of the density in
real space, the angular momentum leads to precession of the cloud above a critical rotation
frequency that has been observed before [116].

Let us first consider the case for a normal fluid, where Cozzini and Stringari [105] have
shown that the mode frequencies of the m = ±2 modes in the presence of rotation are
given by

ωQ(m = ±2) =
√

2ω2
r − Ω2 ± Ω (5.17)

where Ω is the frequency of rotation. Observe that this equation only holds for the hy-
drodynamic limit where ωQ =

√
2ωr and does not apply in the superfluid phase due to

irrotationality. The splitting can also be obtained via the sum rule approach [117]

∆ω = ω+2 − ω−2 =
2

M

⟨lz⟩
⟨x2 + y2⟩

(5.18)

where ⟨lz⟩ describes the angular momentum per particle. This value corresponds to the
rigid value ⟨lz⟩ = MΩ⟨x2 + y2⟩ in the collisional hydrodynamic regime [105]. Since the
splitting is of the same order as the quadrupole and trap frequencies it should easily be
visible in our spectral measurements.

In the case of a superfluid, angular momentum is quantised with ⟨lz⟩ = ℏ/2 and can only
be transferred into the system above a critical rotation frequency Ωc for vortex nucleation.
Hence we conclude that the splitting of the quadrupole mode alone does not provide
evidence for superfluidity, but rather the existence of a critical rotation frequency and the
long lifetime of a vortex. Below the critical rotation frequency, no angular momentum
can be transferred into the system due to the irrotationality condition and only a single
quadrupole resonance is observed. Above the critical frequency vortices can be nucleated
transferring (quantised) angular momentum into the system which leads to a splitting of
the quadrupole mode. In the presence of a single vortex the resulting splitting δω can
be calculated7 perturbatively [118] or using the sum rule approach [117] both under the
assumption of LDA yielding

∆ω = ω+2 − ω−2 =
2ωr

λ2/5

(
15
Na

aho

)−2/5

(5.19)

where λ = ωz/ωr characterises the trap deformation. Naively evaluating this expression
for typical parameters in our system (∼ 50 atoms, B = 630G, ωr = 27kHz, λ = 1/6) yields
a large relative splitting of ∆ω/ωQ ≈ 1.3 when compared to the splitting of a macroscopic

6or at least a configuration where a vortex is located in the middle of the cloud
7In the general derivation Bruun et al. [118] assumed a spherical trap. In the case of the m = ±2

quadrupole mode which do not couple to the axial degree of freedom, the result should still hold in
axisymmetric traps. The deviation from spherical symmetry only leads to the coupling between the
l = 0,m = 0 and l = 2,m = 0 compression modes, leaving the x-y plane modes unchanged.
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system (∼ 106atoms) of only ∆ω/ωQ = 0.02. The respective resonances would be found at
ω−2 = 0.5ωr and ω+2 = 2.3ωr, whereas the

√
2ωr peak would have completely disappeared.

Obvisouly, the dramatic result has been obtained under the imprudent assumption of LDA.
As we have seen in the measurement of the radial quadrupole mode the LDA is generally
not applicable in mesoscopic systems, where the vortex is not a perturbation but might be
a feature in the same size as the system. However, even outside the applicability of LDA,
we would expect the effect of the presence of a vortex on the spectrum to be substantial for
the same reason. Since even the macroscopic splitting of the mode is within the precision
of our experiment, we argue that the spectroscopic detection method may be advantageous
to a direct imaging of a vortex. Indeed, this was the original motivation for studying the
spectrum of the quadrupole mode after all.

A first experimental attempt of observing the splitting of the quadrupole mode remained
unsuccessful, in the sense that we did not observe a splitting of the quadrupole mode. Ex-
perimentally, we prepared a system of 50 + 50 atoms in our tweezer and adiabatically
ramped on the rotating perturbation beam to approximately 5%. Subsequently, we ro-
tated the system for 20 periods with frequencies between Ω/ωr = 0 − 1 before quenching
off the perturbation beam. We let the system evolve for ∼ 5 oscillation periods allowing for
potential vortex nucleation through a rotational instability. After the nucleation period,
we started our normal quadrupole excitation scheme and reconstructed the spectrum via
atom loss spectroscopy equivalent to the methods used in section 4.2. So far, these first
experimental attempts were immature and the experimental techniques and pathways for
vortex nucleation are far from being exhausted. Nevertheless, the presented work on col-
lective modes paved the way for future spectroscopic probes of superfluid behaviour in
mesoscopic systems. To the present day, vortex nucleation in previous experiments was
primarily8 stimulated by rotational instability comparable to the famous rotating bucket
of liquid helium with rough walls. Dagnino et al. [122] have theoretically proposed a
promising adiabatic passage for vortex nucleation in a mesoscopic system containing as
few as 6 or 10 atoms that might be realisable in our system. As the authors point out
this study would apart from its implications for superfluidity act as a prime example for
symmetry breaking in quantum many-body states. In the case of rapid rotation a similar
adiabatic pathway has been proposed [123] to achieve novel parameter regimes hosting
strongly correlated states associated with fractional quantum Hall effects.

We conjecture that the precise control of quantum many-body states in combination
with the ability to introduce rotation has the potential to dawn a new paradigm in the
study of complex ordering phenomena. Understanding the emergence of interaction-driven
quantum many-body phenomena may not only spark new technological applications but
also stimulate humanity’s curiosity in fundamentally understanding collective behaviour.

8Other mechanism, such as the Kibble-Zurek mechanism [119, 120] or Berezinskii–Kosterlitz–Thouless
mechanism [121], can enable vortex nucleation even in the absence of a rotational instability.
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A Appendix

A.1 Electronic level structure of 6Li

Figure A.1: Electronic level structure of 6Li (a) The electronic ground state 22S1/2 of
6Li exhibits two hyperfine manifolds at zero magnetic field that can be coupled
via the D1 and D2 lines to the higher excited 22P1/2 and 22P3/2 states. In
the presence of a magnetic offset field both the ground state (b) as well as
the excited state (c) levels split according to the magnetic sub-manifolds. In
the Paschen-Back regime at high magnetic fields the hyperfine energy splitting
becomes proportional to the mJ quantum number.
This figure is adapted from reference [37].

A.2 Trapping potential of a Gaussian beam

The trapping potential of the optical tweezer is generated by focusing beam 1 through our
high-NA objective presented in section 2. The intensity profile of the focused Gaussian
beam propagating in z direction is given by [54]

I(r, z) =
I0

1 +
(

z
z0

)2 exp [−2r2

w2
0

]
(A.1)

where I0 is the peak intensity and w0 the waist defined as the radius where the intensity
dropped to a factor of 1/e2. The Rayleigh range is given by

z0 =
πw2

0

λ
(A.2)

where λ is the wavelength (1064nm). Inserting this expression for the intensity profile into
the equation for the optical dipole trap 2.1 yields

U(r, z) = − U0

1 +
(

z
z0

)2 exp [−2r2

w2
0

]
(A.3)
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where U0 incorporates the entire pre-factor in equation 2.1. A relation to the resulting
trap frequencies can be established by Taylor expanding [33] the trapping potential about
the centre where atoms are trapped

U(r, z) ≃ −U0 +
U0

z20
z2 + 2

U0

w2
0

r2 + ... (A.4)

The first and second order term corresponds to the harmonic approximation of the Gaussian
potential from which we can identify the respective trap frequencies by setting

U0

z20
z2 ≡ 1

2
mω2

zz
2 (A.5)

2
U0

w2
0

r2 ≡ 1

2
mω2

rr
2. (A.6)

where m is the mass of 6Li atoms. Rearranging for the axial and radial trap frequencies
yields

ωz =

√
2U0

mz20
(A.7)

ωr =

√
4U0

mw2
0

. (A.8)

A.3 Hydrodynamics and collective modes in the framework of
the Gross-Pitaevskii equation

This alternative derivation of collective modes follows the work from Dalfovo et al. [94].
The many-body Hamiltonian of interacting bosons confined in an external potential in
second quantization can be composed as

Ĥ =

∫
drΨ̂†(r)

[
− ℏ2

2m
∇2 + Vext(r)

]
Ψ̂(r)+

1

2

∫
drdr′Ψ̂†(r)Ψ̂†(r′)V (r−r′)Ψ̂(r′)Ψ̂(r) (A.9)

where Ψ̂†(r) and Ψ̂(r) are the boson field operators, creating or annihilating the boson at
position r. The first two terms in the first integral describe the kinetic and potential energy
respectively, while the second integral describes the interaction between two constituents
via an interaction potential V (r − r′).

The time evolution of the field operator describing the dynamics of interest is of course
governed by the Heisenberg equation

iℏΨ̂(r, t) =
[
Ψ̂, Ĥ

]
. (A.10)

While the above equation obviously covers the full dynamics of the many-body system,
the solution to this problem is generally complex and the equation as such only provides
limited insight into the condensate’s dynamics which we intend to study.

In order to retrieve the time-dependent condensate wave function ψ(r, t) the field oper-
ators can be replaced by the classical field ψ given that the distance r − r′ is large.

Substituting ψ and the effective two-body potential (2.14) into equation A.10 yields the
celebrated Gross-Pitaevskii equation (GPE) 1

iℏ
∂

∂t
ψ(r, t) =

(
−ℏ2∇2

2m
+ Vext(r) + g|ψ(r, t)|2

)
ψ(r, t). (A.11)

1Theoretical derivations can be found in standard quantum mechanics text books [36, 42] and are omitted
for the purpose of focusing on the resulting consequences.
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The non-linear nature of the equation arises from the interaction among the constituents
which is treated as a mean-field potential of the N − 1 other particles. It is thus well
suited to describe the macroscopic dynamics and variations of the order parameter on
length scales larger than the interparticle spacing. On microscopic length scales or for
small system sizes the mean-field approach looses its validity and the GPE is no longer
applicable to the situation.

In the limit of large numbers of constituents, which are interacting repulsively, the
Thomas-Fermi approximation can be applied, which allows for analytic expressions for
ground state properties. When Na/a0 ≫ 1 the quantum pressure term in the GPE is only
relevant at the boundary and becomes negligible when compared to the interaction energy.
When the quantum pressure term is completely neglected the density profile simplifies to

n(r) =

{
ψ2(r) = 1

g (µ− Vext(r)) for µ > Vext(r)
0 for µ < Vext(r)

(A.12)

This is considered the Thomas-Fermi approximation or local density approximation (LDA),
which is applicable if the Fermi energy and chemical potential are much larger than the
single particle harmonic oscillator energy µ ≫ ℏω. In this limit the wave function can be
expressed as

ψ(r, t) =
√
n(r, t)eiϕ(r,t) (A.13)

where the density2 n defines the modulus and ϕ the phase. The phase sets the velocity
field

n(r, t)v(r, t) =
ℏ

2im
(ψ∗∇ψ − ψ∇ψ∗) (A.14)

which can subsequently be written as

v(r, t) =
ℏ
m
∇ϕ(r, t). (A.15)

From the GPE A.11 one obtains two equations for the density and velocity, representing
the equation of continuity and the other one establishing the irrotational flow respectively.
They read

∂

∂t
n+∇ · (vn) = 0 (A.16)

and

m
∂

∂t
v +∇

(
Vext + gn− ℏ2

2m
√
n
∇2√n+

mv2

2

)
= 0. (A.17)

If the repulsive interaction between constituents is strong, the kinetic pressure term can
be neglected in the equation for the velocity field

m
∂

∂t
v +∇(Vext + gn+

mv2

2
) = 0 (A.18)

which describes the potential flow of a fluid with equation of state p = 1
2gn

2. Linearising
the continuity equation A.16 and the equation for the potential flow A.18 and combining
them yields

∂2

∂t2
δn = ∇ · (c2(r)∇δn) (A.19)

2In the case of Fermi gases the density referred to here is the molecular density corresponding to half the
atomic density.
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where c is the local sound velocity with mc2(r) = ∂p/∂n = µ − Vext. In the case of
axisymmetric traps (ωz ≪ ωr), the above equation can be expanded in the respective trap
frequencies

m
∂2

∂t2
δn = ∇ ·

([
µ− m

2
(ω2

rr
2 + ω2

zz
2)
]
∇δn

)
. (A.20)

For axial symmetry the third component of the angular momentum ℏm remains a good
quantum number but the dispersion law now also depends on the third component of the
angular momentum m. The linearised equation A.19 can consequently be rewritten in
terms of the respective frequencies resulting in

−ω2δn =
1

m
∇ ·
[
n0∇

(
∂µ

∂n
δn

)]
(A.21)

This equation eventually yields a discrete mode structure - the collective modes. In the
most general form the density oscillates according to

n = n0 + δn · e−iωt (A.22)

where n0 denotes the equilibrium density. Since the radial and angular part of density
fluctuation δn separate the collective modes can be expressed as a product of the former

δn ∝ rlYlm(θ, φ). (A.23)

The mode frequencies derived via this approach coincide with the results obtained from
the kinetic theory in the hydrodynamic limit. While this theory assumes a macroscopic
wave function at zero temperature and the applicability of the Gross-Pitaevskii equation,
this restriction is not necessary to derive collective modes in general.

A.4 Additional figures

Figure A.2: Axial trap frequency measurement The observed resonance at Ω = 2π ×
(8.19 ± 0.04)kHz corresponds to the E0→2 transition in axial direction. The
axial trap frequency is hence ωz = Ω/2 = 2π × (4.09± 0.02)kHz. The spacing
between the lowest and second lowest level might be slightly higher than this
value due to the anharmonicity of the Gaussian potential.
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Figure A.3: Emergence of the quadrupole mode rescaled to the detection prob-
ability This plot is equivalent to figure 4.8 but re-scaled to the detection prob-
ability represented by the colour bar. As the number of atoms is increased the
relative atom loss is reduced indicating that the perturbation strength expli-
citly depends on the atom number.

A.5 Full counting statistics

Our small size systems and single-atom resolved counting allows us to investigate the
statistical distribution of the atom loss. Concretely, we can count how many times N
atoms are lost and derive the respective counting statistics. We refer to the channel N as
the channel, where exactly N atoms are lost after the second spilling procedure. Using
this technique we can however not resolve where the atom loss occured with respect to the
Fermi surface since we are only measuring ⟨N̂⟩ ≡

∑
i â

†âi but not the actual occupation
of each level. Nevertheless, we can for example distinguish between odd and even atom
number loss, where latter could be attributed to the loss of a pair. Figures A.5, A.6 and A.7
show the full number resolved channel loss spectra where the colour directly corresponds
to the occurrence. A resonance manifests itself in the full counting statistics as an absence
of counts in the "full" channel, representing the initial preparation and increased count
number in lower channels. Pictorially atoms are lost from the N +N preparation channel
to lower channels where they are counted.
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Figure A.4: Rectangular Zernike polynomials The lowest 21 rectangular Zernike poly-
nomials are obtained via a gram-schmidt orthonormalisation over the respect-
ive grid. The number above each polynomial indicates the Zernike coefficient.
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Figure A.5: Full counting statistics for 10+10 atoms
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Figure A.6: Full counting statistics for 5+5 atoms
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Figure A.7: Full counting statistics for 3+3 atoms
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